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Data science pipelines inform and influence many daily decisions, from what we buy to who we work for
and even where we live. When designed incorrectly, these pipelines can easily propagate social inequity and
harm. Traditional solutions are technical in nature; e.g., mitigating biased algorithms. In this vision paper,
we introduce a novel lens for promoting responsible data science using theories of behavior change that
emphasize not only technical solutions but also the behavioral responsibility of practitioners. By integrating
behavior change theories from cognitive psychology with data science workflow knowledge and ethics
guidelines, we present a new perspective on responsible data science. We present example data science
interventions in machine learning and visual data analysis, contextualized in behavior change theories that
could be implemented to interrupt and redirect potentially suboptimal or negligent practices while reinforcing
ethically conscious behaviors. We conclude with a call to action to our community to explore this new research
area of behavior change interventions for responsible data science.
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1 INTRODUCTION
While data science can advance important societal goals, such as fighting climate change and

species extinction, it can also cause considerable societal harm [6]. Individual mispredictions can
lead to the dehumanization of Black people by labeling them as gorillas [53], or loss of health
benefits for those who need them the most [25]. These examples hint towards larger systems of
inequity that data science pipelines inadvertently perpetuate when left unchecked.

We have seen a heartening surge in academic research to counteract these inequities in machine
learning and broader data science practices [24, 43, 46, 59], including the introduction of the
Conference on Fairness, Accountability, and Transparency in 2018, and numerous workshops
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such as Community-Driven AI: Empowering People Through Responsible Data-Driven Decision-
Making at CSCW 2023. Existing work often focuses on ensuring that the data science pipelines, and
consequently their outputs, are mathematically and statistically sound. Issues of bias and inequity
are then framed as mitigating erosion of technical quality, such as detecting and counteracting
biased input data or biased algorithms; for example, developing bias mitigation strategies to counter
bias in face detection datasets [12, 78].
However, modifying the algorithms and models that data scientists use is not enough to solve

such a systemic problem. We liken this solution to modifying cigarettes to prevent lung cancer
rather than helping smokers quit smoking. A technical solution may be satisfactory for avoiding
traditional cigarettes, but it does not help people avoid addictive behaviors. Similarly, while we
observe that technical solutions are essential to successful data science we also argue that they
are insufficient for ensuring responsible outcomes in human-AI interactions. Biases appear within
datasets and algorithms because people inadvertently put them there. When we focus on the inputs
(data, algorithms) and outputs (inferences) and not on the agents involved (people and systems), we
may miss the opportunity to more meaningfully address the underlying causes of the problems we
seek to fix.

The CSCW community has addressed the responsibility of the agents involved through exploring
and understanding human factors in responsible machine learning and model interpretability[34],
the influence of human interaction on the efficacy of ML model-driven decision-making[32], and
dissonance in the perception of human and machine understanding[81]. Collaborative data science
for social good is of particular interest to the CSCW community [32, 34, 49, 57, 67, 74, 80, 81]. Our
work complements these existing efforts by focusing on the human behaviors and interactions
that influence responsible data science in both individual and collaborative data science settings.
First, data science projects have a broad impact on society and communities[49, 67]. Encouraging
responsible data science practices can promote social good at large. Second, data science itself is a
community where practitioners must collaborate to deliver responsible models[57, 80]. Ensuring
that data science practitioners follow the same responsible behavior principles fosters collaboration
and facilitates the effective delivery of data science projects[74]. By integrating behavior change
theories with data science practices, we offer novel methods to support ethical decision-making
and collaborative efforts in data science, ultimately contributing to the design, development, and
analysis of computer-supported collaborative systems.
In this vision paper, we explore opportunities to formally redefine responsible data

science to encompass not only technical responsibility (holding algorithms/datasets
accountable) but also behavioral responsibility, i.e., holding data scientists accountable for
the patterns of behavior that may lead to positive or negative social outcomes. To this end,
we reframe existing literature on data science best practices and ethics guidelines through the lens
of behavior change models. To ground our discussion, we draw parallels from successful behavior
change interventions from cognitive and clinical psychology such as smoking cessation [9] to
common data science scenarios today such as model training and exploratory visual data analysis
(see Figure 2). In this way, we show how several key principles from foundational behavior change
research translate to the data science domain.

Although there have been extensive studies on behavior change approaches [58] and data science
ethics [3] separately, we recognize that relatively few projects make direct contributions at this
intersection of behavior change interventions and data science. Our work culminates in a framework
that can help researchers and designers navigate the vast space of prior work relevant to behavior
change interventions and apply it in data science contexts. Thus we assert that our work serves as a
foundational call-to-action: to inspire a critical research agenda focused on cultivating responsible
users beyond traditional technical education and training contexts; specifically, through everyday
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Fig. 1. We characterize data science practices according to desired outcomes (rows – satisfactory and
responsible) and agents (columns – technical and human). It is important to note that outcomes are not
mutually exclusive. Rigorous data science has historically emphasized technical aspects like auto-tuning and
measures of model accuracy (A, green cell). Recent efforts towards model fairness have illustrated responsible
data science, but still ultimately rely on technical indicators and algorithmic solutions (B). In this paper, we
emphasize the agency of humans (C and D, right-hand column), and in particular, how human behaviors can
contribute to responsible data science (D, red cell).

interactions with data science tools. Our objective is to foster reflection among data scientists
regarding the significance of their actions towards practicing responsible data science. Finally, we
connect our vision to the larger effort to make data science more equitable and just, and outline open
challenges for the community moving forward. To summarize, we make the following contributions:

• We introduce the concept of behavior change interventions for data science, where we focus
on data science behaviors as possible predictors of biased outcomes.

• In section 2, we illustrate how existing psychological models can be applied to inform
the design of behavior change interventions in data science. We further introduce how to
operationalize them in section 4.

• In section 3, we synthesize a definition of responsible practices in data science work for
humans and systems.

• In section 5, we present concrete examples of possible interventions to encourage responsible
practices within the data science context.

• We conclude with a discussion of open challenges in the space of behavior change interven-
tions for responsible data science in section 6.

For reference, we include Table 1 below to summarize acronyms that will be introduced and
used throughout the remainder of the paper.

1.1 Example Behavior Change Contexts
To ground our forthcoming discussion on behavior change theories, we introduce three concrete

examples, shown in Figure 2. Each example is described according to the context of the domain
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Fig. 2. Drawing analogies from behavior change solutions in the clinical domain (green) to the data science
domain (blue). Each column represents a behavior change domain. The rows characterize the behavior change
problem and solutions, starting with the domain context. The next row characterizes exemplary theories of
behavior change, followed by Agents and Desired Outcomes, and how together these might inform a specific
intervention in each domain context (final row). The agents and outcomes, characterized as technically
satisfactory or behaviorally responsible, are described further in Figure 1 and Section 3.1. We hand-pick these
limited examples for the sake of space and to demonstrate how behavior change theory can be applied across
different domains to bring about the desired outcome through the agent in a generalizable way.

and the agent and desired outcome (as shown in Figure 1). The figure also details the behavior
change theories relevant to these contexts and example behavior change interventions, which we
will introduce in Sections 2 and 5, respectively.

The first domain (green column) represents a context in which behavior change interventions
have been previously employed. In clinical psychology, smoking cessation is a well-known problem
that has been approached from numerous perspectives, including that of behavior change [9, 56].
In this case, researchers and clinicians are interested in how to help people live a healthier life by
giving up smoking.
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Table 1. A summary of the acronyms used throughout this paper.

Acronym Meaning

FBC Factors affecting Behavior Change
BCT Behavior Change Techniques
MoA Mechanisms of Action
FBM Fogg Behavior Model [29]
COM-B Capability (C), Opportunity (O), and Motivation (M) - Behavior (B) [52]
TDF Theoretical Domains Framework [4, 50]
BCTT Behavior Change Techniques Taxonomy [2, 51]

The last two domains (blue columns) represent our vision for how we can design behavior
change interventions in data science contexts using existing behavior change theories. We cover
two example tasks. First, we consider a machine learning context, wherein organizations encourage
their data scientists build accurate, generalizable, and unbiased models. Finally, we consider a visual
data analysis context, wherein stakeholders want to ensure that visual data analysis practices and
resulting communications are fair and accurate. We use these three example contexts as a running
example throughout the paper to review existing behavior change theories, and also to apply the
framework provided by these theories for designing interventions for responsible data science.

2 IDENTIFYING RELEVANT THEORIES OF BEHAVIOR CHANGE FOR DATA SCIENCE
In order to deliver responsible behaviors in data science, we seek to understand the heuristics

behind effective behavior change techniques and transfer them into the data science domain. In
this section, we illustrate how existing psychological models can be applied to inform the design of
behavior change interventions in data science.

There have been numerous applications of behavior change techniques in the space of personal
health such as for smoking cessation [9, 56], in environmental domains such as for managing
carbon footprint [54, 60]. In spite of the application of behavior change interventions in numerous
domains, a survey by Wiafe et al. [76] revealed that only half of the behavior change interventions
in persuasive systems across the domains of health, commerce, education, and environment have a
theoretical grounding. Orji et al. [55] revealed a similar finding for persuasive technologies in the
clinical domain. Furthermore, prior works suggest that behavior change interventions informed by
psychology theory are more effective than those that are not [14, 50], promoting what is known
as evidence-based practices. Accordingly, there has been substantial theoretical development on
evidence-based behavior change interventions.

To identify relevant behavior change theories, we conducted a literature search beginning with
two canonical theories on factors influencing behavior change by Fogg [29] and Michie et al. [52].
We collected relevant papers by searching forward- and back-references, as well as conducting
additional keyword-based searches in Google Scholar, including keywords such as “behavior change
theories” and “behavior change interventions.” Throughout this exploratory process, we prioritized
selecting theories and studies that are not only highly cited but have also stood the test of time
(i.e., are still cited by a significant body of research at the time of this writing). From this corpus of
relevant theories, we then grouped them into the following three categories:
(1) Factors Affecting Behavior Change (FBC)which tell us about the individual or group-level

characteristics that can influence the likelihood of a target behavior being achieved,
(2) Behavior Change Techniques (BCT) which are specific techniques or interventions that,

leveraging particular factors, can increase the likelihood of a target behavior, and
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(3) Mechanisms of Action (MoA) which explain the underlying cognitive mechanism that
makes a specific factor or technique work to influence behavior.

That being said, many theories in each category have overlapping constructs [2, 4, 14, 27, 50, 51]
which have been shown to make it difficult to identify individual processes or factors underlying
successful behavior change [55]. Further, most of these theories are rooted in psychology and
clinical research with limited empirically verified attempts at generalization across different fields.
Thus, rather than comprehensively surveying theories of behavior change in this paper, we instead
focus on identifying and discussing the theories that appear most relevant for the data science
context, as advised by Pinder et al. [58] and Michie et al. [50]. We accordingly choose theories that
are highly cited and have more tangible implementations. In this section, we describe these theories
and use them to characterize behavior change in the domain contexts listed in Figure 2 to ground
them. We demonstrate how to use these theories to generate a series of interventions in section 5.

2.1 Factors Affecting Behavior Change (FBC)
Here, we summarize established theories describing key factors that influence behavior change.

While certainly not exhaustive, we focus on the following three prominent theories because they
are well-established in the literature and complementary within the context of data science.

(1) Fogg Behavior Model [29] or FBM (Fogg Behavior Model) proposes that behavior is com-
prised of three primary components: motivation, ability, and trigger. Motivation comprises
both conscious and unconscious cognitive processes that guide and stimulate behavior. Abil-
ity refers to an individual’s psychological and physical ability to engage in a particular
activity. Trigger is a cue or a call to a particular activity. In the FBM, a trigger represents a
tangible event that, under the appropriate circumstances, prompts an individual to change
their behavior.

(2) COM-B Model [52], standing for Capability (C), Opportunity (O), and Motivation (M) is a
behavior change model that identifies these three key factors as influential in modifying
behavior (B). Although motivation and capability align with the meanings of motivation and
ability in FBM, COM-B introduces an additional element called opportunity. Opportunity
encompasses external factors that enable or hinder the performance of a behavior.

(3) Theoretical Domains Framework [4, 50] or TDF identifies 14 empirically verified domains
that contain different factors which affect behavior change. TDF [4] consists of 84 factors
organized into these 14 domains. The domains include knowledge, skill, social role and iden-
tity, benefits about capability, optimism, belief about consequence, reinforcement, intentions,
goals, memory/attention/decision process, environmental context and resources, social influence,
emotion and behavior regulation. TDF extends its scope to focus on external social and envi-
ronmental factors, providing a more fine-grained framework for identifying factors affecting
behavior change.

We found that the domains discussed in TDF closely relate to the success of data science. However,
the TDF, although good at identifying fine-grained factors affecting behavior change, is difficult to
operationalize compared to the COM-B model, and thus has seen fewer direct applications [58].
The conciseness and usefulness of the COM-B model is corroborated by the fact that most prior
theories [4, 14, 27, 50] including TDF, ultimately break down into components of the COM-B model.
Finally, while COM-B balances specificity and generalizability, the Fogg Behavior Model [29] is
one of the first theories to consider Behavior Change Techniques, discussed next. In summary, we
refer to these three theories of factors affecting behavior change because of the complementary
balance they provide in being concise (COM-B), specific (TDF), and operationalizable (FBM).
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In Figure 2, the target behavior for the smoking cessation example could use an increase in
the opportunity as per COM-B and TDF, to avoid lung cancer by using risk-free cigarettes, thus
leading a healthier life. As per FBM, risk-free cigarettes provide a Trigger to bring about the change.
Under TDF, such a behavior change intervention falls under the environmental context and resources
category as it alters the resources available at hand. Note that while this solution can reduce toxicity,
it does not address the underlying addiction. We discuss this further in Section 3.3.
On the other hand for the data science domain, the target behavior for the machine learning

example calls for an increase in motivation as per FBM and COM-B to consider and empirically
verify the greater impacts of the decisions made from their deployed ML models. As per TDF, this
falls under changing the decision processes of the data scientist to include this verification step
in their workflow. The target behavior for the visual data analysis example could be achieved by
providing a trigger (as per FBM) to the visualization designer to incorporate an evaluation step in
the workflow before publishing the visualization. This provides an opportunity (as per COM-B) to
the designer to verify if their visualizations conform to the social norms (as per TDF) of creating
visualizations and are therefore effective in conveying the message.

2.2 Behavior Change Techniques (BCT)
Behavior change techniques put the aforementioned factors of behavior change to work, i.e.,

implementing the interventions which can bring about behavior change. Michie et al. [52] provide a
coarse categorization of these techniques as intervention functions (IF). However, the most detailed
taxonomy in this regard — the Behavior Change Techniques Taxonomy (BCTTv1), was created by
Abraham & Michie et al. [2, 51], which lists 93 such techniques clustered into 16 categories. We
use the BCTTv1 taxonomy for its descriptive power and Michie et al.’s [52] categorisation for its
conciseness, when designing interventions, as described in our illustrative examples in section 5.

In Figure 2, for achieving the target behavior, one could restructure the environment by providing
access to risk-free cigarettes in the smoking cessation example. In the data science domain, to
achieve the target behaviors in the machine learning example, organizations could educate/train
(as per intervention functions) their data scientists to identify possible negative impacts of the
decisions of their deployed models on the target groups. This shaping of their knowledge (as per
BCTTv1) can induce a change in their workflows to include empirical verification of downstream
consequences of their model decisions. In terms of the visual data analysis example, the target
behaviors of evaluating visualizations can be achieved through reminding designers to compare (as
per BCTTv1) their visualizations to the commonly accepted visualization design norms or with
visualization design models (as per intervention functions) so that viewers do not have difficulties
in understanding the conveyed message with the appropriate data context.

2.3 Mechanisms of Action (MoA)
Mechanisms of Action (MoA) represent the processes through which a BCT affects behavior. In

other words, it explains how a factor of behavior change influences a certain technique to bring
about the target change. Carey et al. [15] identified 26 different mechanisms of action and linked
the behavior change techniques from the BCTTv1 taxonomy to these mechanisms (e.g., prompting
or giving cues to the subject works by leveraging the attention and behavioral cueing mechanisms
of human cognition, both of which affect the capability of the subject). We refer back to these
Mechanisms of Action to understand the most effective means of designing interventions (section 5)
with a theoretical grounding, thereby maximizing impact.

In Figure 2, the behavior change techniques of restructuring the environment for the target
behavior in the smoking cessation example works through a change in the environmental context
of the individuals. In the data science context (e.g., Jupyter Notebook), training the data scientists
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about the potential ill-effects of their model decisions on the target groups helps in changing the
attitudes towards their behaviors. One potential behavior change technique – social comparison
in the visual data analysis example works by influencing the visualization designers to adhere to
socially accepted subjective norms of visualization design while incorporating the data context.

3 RESPONSIBLE DATA SCIENCE
As a precursor to translating behavior change theories to responsible data science, we must

identify what constitutes responsible data science. Responsible Data Science includes efforts that
address both technical and societal issues. We operationally adopt the definition of responsible data
science from Cheng et al[18] which says the objective of Responsible Data Science is to address the
social expectations of generating shared value – enhancing both data science models’ ability and
benefits to society. This definition aligns with existing research examining "Ethical AI" and related
topics[17, 47, 66, 75]. In subsection 3.1, we characterize responsible data science as a function of
agents and outcomes, with a (typically implicit) role of behavior which can influence the outcomes.
While we briefly review technically satisfactory practices in data science in subsection 3.2, our
primary focus of this paper, elaborated in subsection 3.3, is on the aspect of behavioral responsibility.

3.1 Characterizing Agents and Outcomes of Responsible Data Science
To scaffold our discussion of responsible data science, we find it useful to characterize it into

two dimensions (as shown in Figure 1): agents and desired outcomes. The first dimension, agent,
can be technical or human. Technical agents represent systems or techniques used in data science
that have the potential to influence the rigor of data science practice through technical indicators,
algorithms, systems, and toolkits that are incorporated into the data science project. Human agents,
on the other hand, represent behavioral actions that affect the rigor of data science practice. We
choose this terminology to emphasize the proactive role of agents within data science and AI.
However, our framework is not limited to only AI/data science. It can also be extended into other
automated interventions designed with different application scenarios.

The second dimension, the desired outcome, indicates the extent of attention to care and respon-
sibility paid in the data science practice. We categorize desired outcomes loosely as satisfactory and
responsible. These outcomes are not mutually exclusive and can overlap. Satisfactory outcomes focus
onmaximizing benefits by following the established best practices without much regard to ethics;
e.g., a loan approval model that maximizes the profit of banks but treats applicants who come from
different genders unfairly. Responsible outcomes, on the other hand, aim to minimize harm and
actively benefit society, incorporating ethical considerations throughout the data science process,
e.g., a face recognition model that works well for humans from different ethnic groups. Moreover,
being responsible itself can be seen as an attitude within the data science process, guiding actions
and decisions with the intent of delivering responsible results. A responsible data science practice
can, and should, encompass both technically satisfactory and behaviorally responsible actions.

Among the four combinations of these dimensions shown in Figure 1, we highlight the comple-
mentary importance of "Technically Satisfactory" and "Behaviorally Responsible" practices in in the
frame of responsible data science. "Technically Satisfactory" practices (Figure 1A, green cell) have
traditionally been the focus of data science practitioners to ensure that technical aspects of model
development are sound, using appropriate tools, models, and metrics. However, they often lack
consideration of ethical implications. In contrast, "Behaviorally Responsible" practices (Figure 1D,
red cell) emphasize the ethical responsibilities of data scientists and the broader societal impacts of
their actions. This focus on human behavior addresses the root causes of biases and ethical issues
that technical solutions alone cannot resolve. in more detail in Sections 3.2 and 3.3 and connect
them to the examples in Figure 2.
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3.2 Technically Satisfactory Practices for Responsible Data Science
Every step in the data science pipeline presents opportunities for decisions that can significantly

influence outcomes. In this subsection, we delve into the specifics of technically satisfactory
practices, elucidating key aspects that demand adherence to best practices based on findings from
a comprehensive survey on bias and fairness in machine learning [47].
(1) Applying appropriate statistical tests:After a research hypothesis is formulated, a suitable

statistical test must be used to verify it. However, since domain experts may not be well-
versed in statistics, the selection of appropriate statistical tests (e.g., one-way or two-way
ANOVA) and parameters like significance level must be carefully considered[7, 37].

(2) Applying proper data science models: The choice of model can significantly impact
the quality of results and the ability to make meaningful predictions or decisions [23, 40].
Depending on the nature of the data, different models may be more appropriate. Moreover,
model selection should consider factors such as scalability, computational resources, and
interpretability. Regularization techniques and hyperparameter tuning further refine model
performance. In some cases, ensemble methods or domain-specific models may be preferred.

(3) Applying suitable evaluationmetrics:Applying appropriate evaluationmetrics is a pivotal
aspect of ensuring a technically sound data science project. It is crucial to align the choice of
evaluation metrics with the project’s specific objectives [82]. Depending on whether the task
involves classification, regression, or clustering, different metrics such as accuracy, precision,
recall, F1-score, or Mean Absolute Error (MAE) should be carefully considered. Additionally,
the presence of imbalanced data or unique business considerations may warrant the use
of specialized metrics. Domain knowledge and collaboration with subject matter experts
can further guide the selection of metrics that best reflect the real-world impact of the data
science solution.

(4) Visualizing or communicating results: Correll [19] calls for communicating the results of
data analysis sessions with consideration for the data context and uncertainties, especially
when using the medium of visualizations, which can abstract or trivialize the context provided
by the data. One example is the proposed use of fuzzy gradient plots instead of well-defined
bar charts to better convey the uncertainty in the data [20].

Row 2 in Figure 2 illustrates technical, but ethically blind practices. For the smoking cessation
problem, the example of using specialized cigarettes that prevent the risk of lung cancer makes
use of technological advancements to achieve the desired satisfactory outcome. Extending the
analogy to the data science domain, we could use multiple model accuracy metrics to gauge
model performance (point 3 in the aforementioned bullet list). In the visual data analysis example,
using appropriate empirically verified visual encodings for designing visualizations leads us to the
satisfactory outcome of designing good visualizations (point 4 in the aforementioned bullet list).

3.3 Behaviorally Responsible Practices in Data Science
Several behaviorally responsible approaches complement existing technically satisfactory prac-

tices such Aragon et al.’s ethical principles in Human-Centered Data Science [3], Heise et al.’s
primary ethical norms in computational research [33], and Zegura et al.’s calls for care and social
good when practicing data science. Among these literature, we emphasize insights from Human-
Centered Data Science[3] and the concept of Care and the practice of data science for social good[79].
These approaches complement one another by emphasizing the importance of responsible motiva-
tion when practicing data science and characterize actionable solutions to facilitate ethical practices
in data science. While Human-Centered Data Science emphasizes high-level guidelines for practicing
data science with care and rigor, Care and the practice of data science for social good delineates
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responsible practices at each stage of the data science pipeline, such as problem understanding and
data preparation, which we describe in greater detail.

First, Human-Centered Data Science[3] provides a foundational resource that facilitates a system-
atic approach to contemplating behaviorally responsible practices within the realm of data science.
The book offers a comprehensive set of ethical guidelines that encourage a nuanced consideration
of data science projects, e.g., ethics on defining the data science problem and ethical principles of
training, validating, and testing data science models. The authors emphasize the key characteristic
of responsible data science: “Our goal here is to make you aware that thinking critically and
caring about your process and how it affects your results, as well as the people whose behavior is
represented in your dataset, is needed every step of the way” [3]. The applicability of these ethical
guidelines is notably well-suited to a wide range of situations where humans are, or ought to be,
involved, such as loan approval and criminal recidivism predictions.

Second, the authors of Care and the practice of data science for social good[79] argued responsible
practices are informed by a thoughtful examination of how research is done and in what context it
is done. It argues responsible data science relies on an ethics approach rooted in practicality: ethics
involves not only adhering to formal rules or their definitions but also observing actual behaviors.
Ethics shouldn’t be treated as a goal to optimize or “manipulate.”
We assert that ethics requires a continuous process of reflection—considering potential risks,

benefits, and harms. Yet, thoughtfulness alone does not prevent harm. The imperative to embrace
responsible behaviors in data science emerges from the recognition that a standardized checklist
is often insufficient across diverse scenarios encountered in the field [3]. Instead, behaviorally
responsible data science practices demand that practitioners proactively cultivate and dynamically
respond to their specific data science problem and context. Thus, a reflexive and adaptable stance
is essential, acknowledging that the ethical considerations surrounding each data science project
are nuanced and distinct. This diversity emphasizes the pivotal role of "Care Ethics[3, 61, 79]", a
key concept to both Human-Centered Data Science and the concept of Care and the practice of data
science for social good as a foundational principle guiding behaviorally responsible data science.

Care Ethics encourages data practitioners to approach their work with a deep sense of empathy
and conscientiousness[49, 79]. For example, Zegura et al[79] proposed an orientation to a caring
mindset in the practice of data science that facilitates social good; Meng et al[49] highlighted the im-
portance of applying the ethics of care in democracy within collaborative data work. This approach
prompts practitioners to reflect on how their choices would impact individuals, communities, and
society at large. The notion of Care Ethics introduces a transformative shift in perspective[8].
Encouraging data scientists to envisage their data science projects as endeavors involving their own
family and loved ones cultivates a heightened sense of responsibility. Promoting Care Ethics not
only enhances the behavioral responsibility of data science but also infuses the decision-making
process with an intrinsic sense of accountability.
Inspired by the principles contained within care ethics[3, 61, 79], we review some actionable

activities that align with behaviorally responsible data science. These practices are not exhaustive
and should not be viewed as a checklist – instead, these serve only as inspirational examples to
further ground the concept of behavioral responsibility in data science.

(1) Comprehensive problem understanding: Understanding the influence of bias in data
science problems is fundamental to behavioral responsibility in data science. Data scientists
should be aware of their own biases and how these biases affect the way they formulate
the problem[69]. To counteract these biases, it is essential to involve diverse perspectives
and stakeholders to develop a nuanced understanding of the problem and potential impacts
on different groups. Beyond that, attention should be paid to examining historical data,
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and considering the historical context of the problem as it could reveal biases or systemic
inequalities that need to be addressed.

(2) Collecting unbiased data: Imbalanced datasets can lead to biased models that perform
poorly on minority classes. Data science practitioners may consider gathering more data for
minority classes, oversampling minority classes, or re-weighting minority classes to address
the issue [70]. Systems like Trifacta [1] enable dataset anomaly detection and quality assess-
ment using quality rules such as data integrity constraints. Apart from that, consideration
must be given to data points that do not yet exist in the data [30], which may result in a
biased starting point.

(3) Careful data preparation: Data preparation holds immense significance for behavioral
responsibility in the field. This process involves cleaning and wrangling datasets to ensure
that the data is accurate, complete, and free from bias [10, 69]. In addition to technically
responsible techniques such as handling missing values, outlier detection and treatment,
and thoughtful feature engineering, behaviorally responsible data preparation extends to
the responsible handling of sensitive information, anonymizing data when necessary, and
safeguarding privacy to uphold behaviorally responsible standards.

(4) Identifying biased interactions with data: Identifying when bias may occur during
analysis or interpretation, especially during interactive data analysis where the analyst may
selectively look at certain data points while neglecting others (even though inadvertently) [38]
is also a crucial step. Wall et al. [72, 73] propose an approach of computing and visualizing
bias in user interactions during visual analysis.

(5) External Reviews for Accountability:Accountability in data science should extend beyond
technical reviews to include assessments by peers and stakeholders who will be impacted by
the model. This involves treating the review process not just as a technical code review but
also as a review of ethical practices and implications. These reviewers can identify potential
harm and unintended consequences that may not be evident to the technical team. One way
to support this type of review is to support provenance tracking [13, 26, 77], so that data
scientists may be held accountable not only to the outcomes of their models, but their process
as well.

(6) Streamlining pipelines with checklists: At the commercial level where stakes are typi-
cally high, checklists have been created to draw developers’ attention to the entire pipeline
specifically in machine learning-based data science [21, 36, 45]. Notable tasks within these
checklists among many others, include ensuring fairness and privacy during data collection,
transparency during analysis, and interpretability during inference.

Revisiting the smoking cessation example in Figure 2, a smoker may act responsibly by increasing
his awareness of the health consequences of smoking to fight his addiction. Extending the idea to
the machine learning example, a data scientist could act responsibly by evaluating the decisions of
an ML model for potential downstream consequences (point 1 in the aforementioned list). In the
visual data analysis example, responsible behavior could be to involve external evaluation of the
visualizations to check if they convey information in a non-misleading way (point 5 above).

4 OPERATIONALIZING BEHAVIOR CHANGE THEORIES FOR RESPONSIBLE DATA
SCIENCE

In the preceding sections, we described the rich landscape of behavior change theories for data
science. As we transition from a theoretical understanding to practical applications, it is essential
to reflect on how these theories can be operationalized to design interventions in real-world data
science scenarios. This critical step involves not only identifying and addressing specific behaviors
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within the context of data science but also decomposing the design process of behavior change
interventions in the context of data science environment. In this section, we aim to bridge this gap
by offering a guide to translating theoretical insights into actionable steps.

In the previous section, behavior change theories were introduced chronologically based on the
date of the publication of theories (e.g., factors of behavior change [4, 29, 50, 52], behavior change
techniques [2, 51], and most recently work towards understanding mechanisms of action [15]). In
this section, we alter this order to align with how we think about operationalizing these theories
towards the development of interventions for responsible data science.

(1) Identify problematic and target behaviors: It is crucial to pinpoint both problematic
behaviors that might impede responsible data science practices and target behaviors that
should be encouraged to replace them (see subsection 3.2 and subsection 3.3 for examples).
This requires analysis of current methodologies and workflows. For instance, overlooking
biases in data or algorithms can be considered a problematic behavior in the context of
responsible data science, whereas actively seeking diverse data sources might be a target
responsible behavior to encourage.

(2) Identify factors affecting problematic behaviors: Building on the theories outlined in
subsection 2.1, we need to identify various factors (e.g., capability, opportunity, and motiva-
tion [52]) that might influence the problematic and target behaviors identified in the previous
step. We then need to assess whether digital interventions are appropriate given the factors
involved. For instance, insufficient training can perpetuate undesirable practices in data clean-
ing, which might be rectified through interventions aimed at enhancing capability. Similarly,
the lack of awareness among data science practitioners regarding the potential social impacts
of their models can jeopardize the benefits to affected groups. This gap can be bridged by
interventions that enhance their motivation to understand the ethical consequences of the
models they develop.

(3) Understand and employ appropriate Mechanisms of Action: Once the factors affecting
the problematic behavior are identified, the appropriate mechanism of inducing the target
behavior needs to be identified and employed, as discussed in subsection 2.3. This involves
understanding how different strategies leverage capability, opportunity, or motivation to
initiate and sustain behavior change among data science professionals. Taking the machine
learning scenario as an example (Figure 2), if data scientists lack motivation to commit
more time to test model outcomes on different influenced groups, this could be bridged the
mechanisms related to changing their attitudes towards their behaviors and updating their
beliefs about consequences [15]. This not only helps designers to choose the most appropriate
interventions for the digital context but also facilitates them to maximize impact.

(4) Envision potential interventions using BCT: Having identified both the factors affect-
ing problematic behaviors and the underlying mechanism of action, we can now envision
potential interventions in the data science context by referring to the behavior change tech-
niques [2, 51] introduced in subsection 2.2. These might include training programs, ethical
guidelines, and decision-support tools that encourage reflection on the consequences of
one’s actions in the data science workflow. For example, to develop interventions in the data
science environment that boost motivation by strengthening the understanding of ethical
implications in the machine learning example (Figure 2), organizations can educate or train
their data scientists, which facilitates their beliefs about consequences and knowledge. This
shaping of their knowledge (as per BCTTv1[51]) could focus on identifying potential negative
impacts of their models on target groups, using a variety of illustrative case studies.
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Prior work has mapped factors affecting behavior change (FBCs) to specific interventions
(BCTs) [65] and specific interventions to their underlying mechanisms of action (MoAs) [16].
To help designers choose appropriate FBCs, MoAs, and interventions, we provide a supplemental
table that merges these mappings.

5 INTERVENTIONS
In this section, we refer back to the two data science contexts in Figure 2 to apply these theories

and discuss potential interventions for both the desired technically satisfactory and behaviorally
responsible practices for the machine learning example in the second column (subsection 5.1), and
visual data analysis example in the third column (subsection 5.2). Note that this is not an exhaustive
account of interventions for these two contexts but merely describes some possibilities, grounded
in behavior change theory. We further use this as an opportunity to describe these two examples
as usage scenarios to explain how to apply the framework from Section 4, and in subsection 5.3,
we provide our own internal reflection on the usage of this framework for envisioning behavior
change interventions for responsible data science.

5.1 Interventions Designed for the Machine Learning Example
Maggie is a researcher who is designing Jupyter Notebook plugins to help people build more

socially responsible models. She is collaborating with a data science team tasked with creating a loan
approval model that avoids discriminating against potentially disadvantaged groups, such as female
applicants [68]. Maggie decides to implement interventions based on our proposed framework.

She begins by identifying problematic and target behaviors within the team’s workflow that
could hinder the development of a fair model. Maggie is certain that the team has sufficient expertise
to tackle the technical challenges of data science models and deliver models with high accuracy.
However she is concerned that they may not have enough understanding of how decisions made
during the process of data wrangling and model building can have downstream effects, influencing
the outcomes for different potentially disadvantaged groups. Recognizing a lack of motivation
as a significant factor, Maggie wants to increase their awareness and empathy regarding the
effects of their model decisions on socially disadvantaged groups.

To achieve this, Maggie thinks that she should change the attitudes towards their behaviors
(MoA) [15] and employs this mechanism within her interventions. In the form of real-life stories of
individuals, particularly female applicants who have faced repeated rejections from loan approval
models, resulting in missed opportunities for housing or education, Maggie uses sharing social
and environmental consequences (BCT) [51]. These stories are integrated into the team’s data
analysis environment within a notebook cell shown on the top, containing hyperlinks for these
stories (Figure 3.a), serving as a constant reminder of the real-world impacts of their work.
Additionally, she identifies goals (MoA) [15] as another possible underlying mechanism and

decides to employ goal priming (BCT) [51] intervention within the data analysis tools. She
introduces prompts in the data analysis environment to ensure that data scientists are explicit
about their goals throughout the workflow (Figure 3.b).

Enhancing the workflow in this way with contextual anecdotes and prompts to elicit development
goals ensures that data scientists continuously reflect on the ethical aspects of their work. By
envisioning potential interventions using our framework, Maggie ensures that her team is not only
technically proficient but also behaviorally responsible.
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Fig. 3. As data scientists start analyzing the loan approval dataset within a Jupyter notebook, this intervention
(a) reinforces their motivation to practice responsible data science by sharing a real-life story that highlights
the potential harm that model outcomes can inflict on disadvantaged groups, aiming to evoke their empathy;
(b) follows-up with a goal-priming hint to emphasize the importance of behaving in an unbiased way towards
vulnerable sub-groups that are influenced by the model’s outcome.

5.2 Interventions Designed for the Visual Data Analytics Example
Dylan is a quality control specialist within a data visualization team. His primary objective is to

ensure that his team creates clear and trustworthy visualizations that are non-misleading and can
be easily understood by people with various educational/occupational backgrounds.
For example, consider Figure 4 which estimates the carbon emissions from different countries,

and highlights countries vulnerable to the effects of these emissions. The current version may
only be helpful for policymakers to identify how they could address this problem, and may miss
the chance to communicate with audiences such as students or farmers, who could address this
problem in their own individual capacities. Realizing the scope to maximise impact, Dylan decides
to design an intervention tool based on our proposed framework to help the visualization team.
While identifying problematic and target behaviors in the visualization workflow, Dylan

realizes that although technically adept, the designers in his team might not realize how many
different target audiences may encounter their visualizations. He considers this problem in terms
of a textbflack of motivation, and decides to use the social influences MoA [51] to help them realise
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Fig. 4. A data visualization showing which nations are major CO2 emitters, and which nations are vulnerable
to the effects of these emissions. In its current state, this visualization might only help global policymakers
like the Intergovernmental Panel on Climate Change (IPCC). By gathering feedback from viewer groups of
different backgrounds like politicians, farmers, and students, this visualization could be made more effective
by additionally visualizing how each group contributes to these emissions and how they could help alleviate
the problem. Credits: https://onlinepublichealth.gwu.edu/resources/climate-change-emissions-data/

the potential impact on society. Dylan designs interventions to prompt designers to estimate the
anticipated range of their target audience [42] (e.g., policymakers, urban public, university students,
rural public, etc.). He generates possible scenarios to expose designers to diverse questions audience
members might ask about the visualization; e.g., how different agricultural activities contribute to
these emissions might interest rural communities; students might be interested in the steps they
can take to help alleviate this problem or increase awareness.

Alternatively, Dylan also recognizes a lack of opportunity as a factor. He understands that
although the designers are aware of the different target audience groups, not getting feedback from
these diverse groups is hindering them from creating more inclusive and effective visualizations.
To achieve this, Dylan incorporates feedback processes (MoA) [51]. Using our framework,

Dylan figures out that gathering feedback from different target audience groups, which falls
under feedback of behavior (BCT) [51] could be employed. Dylan thus generates customizable
annotations that appear upon completion of visualizations along with a shareable link. These
annotations nudge the designers to proactively communicate and gather feedback from stakeholders
from diverse backgrounds, capturing their individual perspectives and levels of comprehension
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regarding the visualizations, and facilitating the designers in pinpointing potentially confusing or
divisive areas in need of improvement.

5.3 Internal Reflection
In this section, we reflect on the usage of our proposed framework for envisioning behavior

change interventions for responsible data science. We do so by reflecting on some explicit questions.
Where was the framework the most helpful? As seen in the previous two subsections, the

framework helped Maggie and Dylan enlist multiple possible FBCs, and the possible MoAs and
corresponding BCTs to bring about the desired behavior change. Maggie used the framework to
identify different MoAs (attitude towards behavior and goals) to better motivate the data scientists
to consider the downstream effects of their models. On the other hand, Dylan found two different
FBCs - motivation and opportunity and accordingly employed BCTs to help visualization designers.
The framework thus acted as a comprehensive, though not necessarily exhaustive tool, to generate
ideas in a systematic way, without which both Maggie and Dylan could have missed out on potential
additional ways to bring about responsible behavior change.

Where was the framework the least helpful? The framework provides a consolidated space
of possible approaches for identifying the scope for responsible behavior change, and actionable
techniques to bring about the change. However occasionally, the boundaries between the individual
FBCs, MoAs, and BCTs that are applicable in a situation are not very clear. For example, attitude
towards behavior MoA could be employed through BCTs of both consequences and rewards. The
appropriate alternative is evident based on the context in most cases, e.g., Maggie used the MoA to
inform data scientists about the consequences. However, the blurred boundaries or redundancies
between some of these terms might cause difficulties for practitioners to use the framework.
Further, there is an open-ended nature in the interpretation of a certain situation as lacking a

certain FBC. For example, Maggie’s intervention of providing prompts for goal priming could boost
motivation of the data scientist to also address downstream consequences of their models. However,
it could also be interpreted as providing opportunity to the data scientist through prompts/cues during
model development to inform them about downstream consequences. The latter interpretation
assumes that the data scientist is already motivated but lacks the right opportunity to be reminded
about responsible behavior.

Although these limitations of our framework might create complications in choosing the appro-
priate BCT, the framework also helps practitioners by making them aware of the possible multiple
interpretations of the situation. We thus see this framework as providing a full range of behavior
change solutions, while leaving the responsibility to choose the right alternative to the practitioner.

6 OPEN RESEARCH CHALLENGES
In this paper, we introduced a new perspective on responsible data science that elevates the

importance of responsible agents through the lens of behavior change. Our research complements
existing work in guideline and curriculum development by encouraging analysts to adopt more
responsible analysis behaviors through their real-time interactions with data science tools. Based
on this novel perspective, we identify pressing research challenges moving forward.

6.1 Challenge 1: Intervening at the Right Time
When introducing interventions to foster responsible data science practices, it is crucial to strike

a balance where interventions are neither absent when assistance is needed nor persistent to the
point of causing frustration. Hence, the timing and appropriateness of interventions are crucial
not only for their effectiveness but also for ensuring a positive user experience. Adopting the
concept of triggers for behavior change interventions [29], we could conceptualize when to initiate

16



Behavior Matters: An Alternative Perspective on Promoting Responsible Data ScienceConference acronym ’XX, June 03–05, 2018, Woodstock, NY

an intervention as a disruptor. We present several heuristic approaches to disrupt data science
practices to initiate an intervention, hoping to inspire potential solutions to this open challenge:

Disrupt by Data Science Phase. The output at each phase of a data science workflow serves as
input to, or otherwise influences, the next phase. A seemingly benign negligence of technically
satisfactory or behaviorally responsible practices in one phase can significantly impact downstream
deliverables through the propagation of inaccuracies and biases. Thus, the beginning or end of a
phase in the data science pipeline may be an apt time to disrupt the user’s process to intervene.

Disrupt by Algorithmic Performance. Interventions could also be designed to disrupt a data
scientist’s practices based on active monitoring of metrics. In a fairness-aware data science project,
e.g., crime recidivism analysis, algorithmic bias is treated as an important evaluation metric. One
disruptor, in this case, could be to continuously monitor fairness metrics that have been identified
as critical for the task to identify important dips to the metrics of interest when data is transformed,
model parameters are tuned, etc.
Disrupt by Minimal Timeline. Another possible disruptor could be related to minimum

expectations for time spent on some tasks. The underlying assumptions are that (1) some tasks
must be completed, e.g., running fairness checks on data prior to model building, and (2) there is
an expected amount of time to complete various tasks, which when below a threshold, may be
indicative of negligence to fully understand the data or model. For instance, if an analyst does not
dedicate time to exploring the data prior to creating a model from it, it could lead to unknown
problems downstream.
Disrupt by Third-party Review. Interventions could also involve an external ethics review

board or third-party auditors to conduct periodic assessments of the data science project to provide
an unbiased evaluation of responsible data science practices. Furthermore, interventions can be
based on feedback from stakeholders, end-users, or affected communities to address any ethical
issues or concerns that arise during the project’s lifecycle.

Disrupt by Programming Specification. Disruptors can also be identified through established
issues in technical standards. For example, a normative coding style is beneficial to avoid ambiguity
for implementer reading, collaboration purposes, and future model maintenance. Non-normative
coding and variable naming habits may impede collaborators from easily verifying the code which
can discourage or hinder future checks on responsible practices. Thus, disruptors could identify
violations of established programming patterns.

6.2 Challenge 2: Facilitating Lasting Behavior Change Through In-The-Moment
Interventions

In this paper, we focus primarily on settings and examples for in-the-moment interventions
that potentially result in short-term positive behavior changes during data analysis. However, it
is unclear if and how these interventions will fundamentally change the long-term practices of
analysts [58]. We view in-the-moment interventions as a subset of behavior change techniques
(BCT) for facilitating rigorous data science. The superset also includes interventions for long-term
behavior change or habit formation, e.g., provide learningmaterials like enrolling in a course to learn
new skills, checklist generation (Planning and Repetition), setting goals and tracking progress [41].
Alternative theories and applications of behavior change interventions emphasize settings intended
to encourage longer-term habit formation [28, 64]. Accordingly, we observe at least three major
challenges in establishing lasting behavior changes in analysts.
Ensuring smooth hand-offs between in-the-moment interventions for short-term behavior

change, and interventions for long-term behavior change will hopefully expose analysts to a range
of experiences to reinforce rigorous data science practices. Examples include pointing the analyst
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to relevant online tutorials or courses on statistical testing (long-term) after detecting improper
statistical testing being performed and recommending more appropriate tests (short-term).
Accounting for the evolution (or devolution) of the analyst. The analyst’s practice of

data science may change over time, which may influence both the efficacy of interventions and
disruptors. For example, disrupting the flow of a confident analyst during a well-defined task may
hinder rather than accelerate their work [35]. How then do we interrupt an analyst who is initially
receptive to interventions, but starts ignoring them later for an unknown reason?
Tackling Long-term Bias. Another critical aspect of designing long-term interventions is

considering the potential long-standing biases that may exist or develop over time in data scientists
and analysts, independent of their use of interventions. These biases could influence their decision-
making processes and perpetuate existing inequities[31, 48], which may be less responsive to
intervention. Thus recognizing the boundaries of where interventions may be effective is important
for designing more ambitious interventions.

6.3 Challenge 3: Measuring Efficacy & Boosting Adoption
We hypothesize that a collection of complementary evaluation techniques will be needed to

understand the complex interplay between system behavior and user behavior when measuring
behavior change in data science.

How do we measure the efficacy of deployed interventions? Are the same metrics used to choose
a disruptor and an intervention sufficient to understand their efficacy? It also becomes crucial
to isolate whether the cause of positive behavior change is indeed the intended intervention, or
attributable to some other confounding factor. Furthermore, would repeated measures of the same
heuristic over time provide sufficient information to show progress? Or do we need to measure
specific long-term outcomes[31]? Incorporating these long-term fairness considerations can provide
a more comprehensive view of the effectiveness of behavior change interventions. For instance,
tracking the long-term outcomes of interventions on loan approval fairness can reveal whether
initial improvements in fairness metrics translate into sustained equitable lending practices.

6.4 Challenge 4: Incentives Versus Consequences to Induce Behavior Change
Encouraging positive behaviors or punishing negative behaviors is analogous to a carrot versus

stick metaphor. The examples we emphasize in this paper (e.g., in subsection 1.1) primarily focus
on positive reinforcement (carrots). However, these so-called “carrots” are not the only way to
encourage responsible data science practices. Alternatively, how to establish consequences (sticks)
operationalized into interventions as a way to enforce course correction has yet to be explored. The
BCT taxonomy [51] identifies relevant interventions in the categories of Reward and Threat and
Scheduled Consequences which target the capability of the analyst through behavioral regulation or
by changing their attitudes towards the behavior . However, it is unclear what role data science tools
should play in holding analysts accountable for their contributions to irresponsible data science
outcomes. For example, how do we infer the scope of an analyst’s contribution to a certain outcome,
positive and/or negative? Once this scope is established, how do we reason about the consequences
of an analyst’s contributions in relation to the final outcomes?

6.5 Challenge 5: Automated Versus Behaviorally Responsible Data Science
There exists a tension between automation and behavioral responsibility. For example, autoML

techniques aim to reduce the reliance on analysts for making design decisions towards creating
satisfactory models [39]. While these methods reduce the analyst’s time and effort in generating
satisfactory models, autoML methods are poorly designed to support human oversight and agency
within this process [22].With a reduced ability to intervene in themodel design process, the analyst’s
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behavioral responsibilities may clash with the goals of autoML systems. Further investigation
is needed to understand how behavioral responsibility can meaningfully engage with highly
automated data science tools.

6.6 Challenge 6: Enhancing Education and Training for Data Science Practitioners
Throughout this paper, we highlight the importance of education in promoting responsible data

science practices. Echoed by many prior works in this space [5, 11, 63], one potential direction for
the responsible data science research community is to delve deeper into developing comprehensive
educational frameworks and training programs that equip the current and future data science
practitioners with the necessary skills and ethical mindset to navigate complex data science
environments. These programs should go beyond technical proficiency to include modules on
ethical reasoning, bias detection and mitigation, and the societal impacts of data science decisions.
Additionally, integrating behavior change theories into training curricula can help instill long-
lasting responsible behaviors. Research should also explore innovative teaching methods, such as
experiential learning[71], case studies[44], and interactive simulations[62], to enhance the learning
experience. By advancing education and training, we can prepare data scientists to not only excel
technically but also to act responsibly and ethically in their professional roles.

7 CONCLUSION
In this paper, we introduce the concept of behavior change interventions for data science, em-

phasizing that data science behaviors can be predictors of biased outcomes. Our work synthesizes
a definition of responsible behaviors in data science, encompassing both human (behavioral) and
system (technical) aspects. To characterize interventions within data science contexts, we illustrate
how existing psychological models can inform the design of behavior change interventions. We op-
erationalize these theories through a four-step framework to help design effective behavior change
interventions, which includes (1) identifying problematic and target behaviors, (2) identifying
factors affecting problematic behaviors, (3) understanding and employing appropriate Mechanisms
of Action, and (4) envisioning potential interventions using Behavior Change Techniques. To inspire
the design of practical interventions, we present concrete examples that encourage socially respon-
sible behaviors within the data science context. We conclude by describing the open challenges
uncovered by this vision paper and call on our community to explore this emerging research area of
behavior change interventions for responsible data science, thereby promoting ethical and socially
responsible practices in the field.
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