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ABSTRACT
Behavior change theories, rooted in psychology and sociology, offer
valuable insights into why and how individuals and groups modify
their actions and decisions. By leveraging these theories in the
context of responsible data science, we can better understand and
influence the behaviors of data scientists, who play a central role
in ensuring ethical outcomes by collecting data, developing, and
deploying models. In this paper, we present a comprehensive de-
sign space for behavior change interventions aimed at promoting
responsible behaviors in data science, structured around the 5W1H
interrogative framework (Why, Who, What, When, Where, and
How). This framework provides a practical guide for developing
effective interventions designed to promote responsible behaviors
in data science. We showcase the usability of this design space by
using it to characterize existing responsible data science interven-
tion tools. We further demonstrate its utility through two usage
scenarios to show how the design space can be applied during the
ideation phase for building effective tools to foster responsible data
science practices. Our work equips the data science community
with resources to create effective interventions that not only ensure
technical excellence but also foster ethical responsibility, ultimately
benefiting society through the responsible use of data.
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1 INTRODUCTION
In the evolving landscape of data science, responsible human prac-
tices are essential for ensuring ethical data-driven decision-making [69,
72, 73]. The practice of responsible data science is complex, encom-
passing technical proficiency [33, 62], ethical considerations [6],
individual responsibility, and above all the cultivation of a com-
munity dedicated to making data-driven decisions that benefit the
society at large [70, 84]. At its core, lies the behavior of individ-
uals. For instance, the choices data scientists make in algorithm
design can significantly influence the fairness and accuracy of out-
comes [69].

Behavior change theories, rooted in psychology and sociology,
offer valuable insights into why and how individuals and groups
modify their actions and decisions [26]. Leveraging these theories
in the context of responsible data science can help us better un-
derstand and influence the behaviors of data scientists. Prior work
demonstrates the promise of behavior change theories as an av-
enue for cultivating responsible behaviors in data science [18] .
These interventions can effectively nudge, remind, and encourage
practitioners to adopt desired responsible practices and reflect on
potential biases[27]. Thus, well-designed behavior change inter-
ventions have tremendous potential for cultivating a culture of
responsibility in data science [37]. However, it is not clear how
to operationalize behavior change theories [7, 22, 44, 46] and ef-
fective interventions from other fields (e.g., [10, 52, 54, 58]) into
interventions for responsible data science.

Towards advancing this vision of responsible data science, we
introduce a design space for behavior change interventions
in data science, illustrated in Figure 1. This design space outlines
six critical dimensions that developers can consider when choosing
to intervene. The six dimensions are divided into behavioral con-
siderations and implementation considerations and are based on the
5W1H interrogative framework [29] (Why,Who,What,When,
Where, and How). The design space helps developers answer the
following questions:

(1) Why do you as a designer want to intervene?
(2) Who is the target of the behavior change intervention?
(3) What key objectives does the intervention seek to influence?
(4) When is a suitable time to intervene?

https://creativecommons.org/licenses/by-nd/4.0/legalcode
https://creativecommons.org/licenses/by-nd/4.0/legalcode
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Figure 1: An overview of 5W1H design space proposed in this paper.

(5) Where do these interventions take place?
(6) How can we design effective interventions?

Furthermore, we survey and characterize existing responsible
data science tools to validate the coverage of this design space.
Through this analysis, we validate the relevance and applicability
of the design space, and identify future research opportunities
where current tooling falls short. In summary, this paper makes the
following contributions:

• We introduce a design space of behavior change inter-
ventions to promote responsible data science practices, com-
prised of behavioral considerations and implementation con-
siderations.

• We present a complementary interactive website for con-
venient use of the design space by potential intervention
designers.

• We validate the breadth and applicability of the design space
through a qualitative analysis of 23 data science tools
and demonstrate its potential with two usage scenarios.

This design space fills two key gaps in the literature. First, exist-
ing frameworks for responsible data science often focus on practi-
tioners by providing checklists or guidelines to follow [23, 50, 59, 60];
yet, these resources lack actionable strategies for tool developers
who aim to promote behavior change through the development
of interventions. Our framework is thus complementary to these
efforts, offering a flexible, structured, and actionable approach to

fostering ethical responsibility in tool design and development. Sec-
ond, this design space enables us to move beyond static references
for compliance, and instead supports researchers and developers to
translate good practices into actionable applications.

2 RELATEDWORKS
Dong et al. [18] survey the behavior change literature and highlight
three theories relevant to data science, which we summarize as
follows: Factors Affecting Behavior Change (FBC), Behavior
Change Techniques (BCT), and Mechanisms of Action (MoA).

Factors Affecting Behavior Change (FBC) explains the character-
istics that can influence the likelihood of a target behavior being
achieved [18]. Established theories introduce key factors that in-
fluence behavior change. For example, The Fogg Behavior Model
(FBM) identifies three components of behavior: motivation, abil-
ity, and trigger. The triggers—spark, facilitator, and signal—play a
crucial role in initiating and sustaining behavior change, inspiring
targeted strategies and interventions. The COM-B Model empha-
sizes three factors in behavior change: Capability, Opportunity,
and Motivation. Opportunity considers external factors that can
facilitate or hinder behavior change.

Behavior Change Techniques (BCT) are targeted strategies or
interventions designed to enhance the probability of a desired be-
havior by utilizing specific influencing factors[18]. BCT applies
the previously mentioned factors to create interventions aimed at
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achieving behavior change. Awidely accepted andmost detailed tax-
onomy, Behavior Change Techniques Taxonomy (BCTTv1) [2, 45],
enumerates 93 such techniques which are categorized into 16 cate-
gories.

Mechanisms of Action (MoA) refers to the cognitive processes
that underpin how a particular factor or technique effectively influ-
ences behavior[18]. It describes the pathways by which a Behavior
Change Technique (BCT) influences behavior, and explains how
a behavior change factor impacts a specific technique aimed at
achieving the desired change. In the MoA theory introduced by
Carey et al., [11], 26 distinct mechanisms of action were identified
and were further mapped with relevant behavior change techniques
(BCTTv1).

The application of these behavior change theories in responsible
data science is a relatively new area, but it draws on a rich body
of work from several established fields. In Human-Computer In-
teraction (HCI), behavior change interventions have been widely
explored, particularly in personal health domains, such as smoking
cessation [10, 54] and fitness tracking [14]. These interventions
target undesirable behaviors and promote positive ones, often us-
ing techniques such as nudging, feedback loops, and persuasive
technology. Similarly, behavior change models like Fogg’s Behavior
Model (FBM) [21] and the COM-B Model [46] have been applied to
encourage pro-environmental behaviors, such as reducing carbon
footprints [52, 58]. In the context of data science, these theories
can be applied to develop interventions that encourage ethical data
practices and mitigate biases [18]. Recent data science work has
only just started to consider this issue, e.g., via notifications of
violated fairness and bias metrics [28].

Existing frameworks in responsible data science focus on practi-
tioners by providing checklists or guidelines to follow [23, 50, 59,
60], primarily serving as static resources to guide practitioners on
best practices. For example, Rogers et al. [60] focus on providing a
checklist for responsible data use in natural language processing,
while Saltz et al. [50] offer a systematic framework for ethical con-
siderations in data science projects. However, these frameworks
often lack mechanisms for operationalizing ethical principles into
actionable interventions that support behavior change.

Furthermore, while other domains have well-established ap-
proaches to promoting ethical behavior, it remains unexplored
how these theories and other design considerations can be opera-
tionalized in interventions for ethical data science practices. This
gap emphasizes the need for a structured design space to guide the
development of interventions that promote responsible practices
within the data science community.

3 DESIGN SPACE RATIONALE
The decision to utilize the 5W1H framework [29] in designing
behavior change interventions for responsible data science stems
from its versatility and widespread applicability across various
domains. The 5W1H approach—encompassing Why, Who, What,
When, Where, and How—provides a comprehensive, yet structured
way to navigate the complexities of behavior change interventions
by addressing key questions that guide the design process. These
dimensions are grounded in a robust basis in the sciences [24, 30, 68]
as well as recent applications in Human-Computer Interaction (HCI)

and Visualization [32, 65–67]. To ensure clarity, we have divided
these dimensions into two categories:

• Behavioral considerations (Why, Who, and What) which
focus on understanding the motivations, audience, and tar-
geted behaviors

• Implementation considerations (When,Where, andHow)
which deal with the practical aspects of timing, context, and
delivery methods

It is important to note that these dimensions are not strictly
orthogonal but represent complementary perspectives that work
together to drive responsible behavior in data science.

Interactive Website. To facilitate the exploration and application
of the design space, we developed an interactive website. The web-
site allows users to step through dropdown sections representing
each branch in the design space. Users can decide which aspects
are needed for their intended intervention and enter notes or anno-
tations throughout each subsection (see Figure 2). Once the user
has explored the design space, the completed design and associated
notes are generated into a downloadable PDF. The designer can re-
fer to the document and share it with collaborators throughout the
design process. The full interactive website source code and com-
pleted scenario examples can be found within the supplementary
materials.

Usage Scenarios. We additionally contribute two usage scenarios.
The usage scenarios are meant to illustrate how our design space
supports an intervention designer in achieving a focused vision for
their tool. We show two illustrative examples in Sections 4.4 and
5.4. The first demonstrates how the design space can be used in
the early stages to systematically understand the user context and
subsequent goals for the intervention. The latter is aimed at the
ideation phase, where the user context is known and interventions
are ready to be designed.

The design space is intended to be a living, collaborative and
instructive artifact. Therefore, it can be updated, shared, and refer-
enced for a variety of activities such as documentation, informing
stakeholders (especially non-technical), processing design feedback
and aiding software developers in creating the intended tool. In
addition to the two usage scenarios we outline, we envision the
design space can be used in other contexts as well, e.g.:

• to develop internal tools and guidelines to help company
ethics advisors figure out the best way to ethically guide
company data scientists

• to design an interview study to better understand the needs
of a target data science community that you are building an
intervention for

• as an evaluation tool for intervention designers to determine
if additional features should be added or existing features
should be refined

4 BEHAVIORAL CONSIDERATIONS
In designing responsible data science interventions, it is essential
to understand the human and behavioral factors that influence
ethical practices. This section introduces the behavioral aspects of
intervention design by exploring:

• Why do you as a designer want to intervene,
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Figure 2: A screenshot of the interactive BCDS design space website.

• Who is the target of the behavior change intervention, and
• What key objectives does the intervention seek to influence.

Furthermore, we demonstrate in subsection 4.4 how this design
space can be applied through a usage scenario that illustrates how
the behavioral dimensions can facilitate the development of a re-
sponsible data science intervention tool.

4.1 Why: Why do you as a designer want to
intervene?

Understanding the motivations behind behavior change interven-
tions is fundamental to designing strategies that are both effective
and sustainable [12]. The "Why" dimension explores the driving
forces that compel the adoption of ethical practices in data science.
We characterize three broad categories that represent different
perspectives on motivations for a developer to intervene in data
scientists’ practices: Purposes, Outcomes and Regulations.

4.1.1 Purposes. Purposes characterize our reasons behind inter-
vening, which we further categorize into two areas: technical con-
venience and responsible considerations, as described next.

(1) Technical Convenience: We could intervene to simplify
the process of implementing responsible data science prac-
tices through streamlining or automation. For example, an
intervention might automatically detect missing data and
recommend pre-processing techniques to assess the fairness
of different strategies for dealing with the missing data (e.g.,
imputing missing values vs. discarding the data [17]). Sim-
ilarly, a plugin could suggest encryption methods during

data export to make compliance with data security stan-
dards easier for the user without requiring extensive manual
configuration.

(2) Responsible Consideration: We could also intervene to in-
centivize data scientists to engage in ethical practices in gen-
eral. This could be achieved by highlighting the long-term
benefits of ethical actions, such as improved model accuracy
and public trust. For instance, an intervention might prompt
users to assess the social consequences of their model by
providing a pop-up message highlighting potential bias and
fairness issues affecting underrepresented groups.

4.1.2 Outcomes. Thinking about the "Why" dimension in terms of
outcomes is crucial for measuring intervention success and ensur-
ing that it leads to a targeted or meaningful behavior change. We
can think of this dimension according to promoting target outcomes
or hindering problematic outcomes:

(1) Positive Behavior Promotes Outcome: Interventions de-
signed to promote positive behaviors encourage actions that
lead to beneficial outcomes in data science projects. For in-
stance, one possible intervention could be a real-time bias
monitoring tool that reminds users to refine the model con-
figurations when their model’s outputs show potential bias
against certain groups. This tool could guide the user through
steps to adjust the model or provide resources on alterna-
tive algorithms or techniques. The direct outcome is a more
equitable treatment of individuals by the models developed,
which upholds ethical standards and improves societal im-
pact.

(2) Negative BehaviorHindersOutcome: Interventions aimed
at reducing negative behaviors focus on preventing actions
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that could lead to harmful outcomes. For example, by in-
tegrating features that track and report the use of data in
unauthorized ways, an intervention could alert administra-
tors or data ethics officers if sensitive data is being misused.
Another example could be mandatory review checkpoints be-
fore a model is deployed, preventing models from not being
evaluated for ethical compliance and bias.

4.1.3 Regulations. Regulations focus on the need to align data
science practices with both external regulations and internal stan-
dards, ensuring that individual actions are bound by ethical, legal,
technical and organizational mandates. Regulations can be further
categorized into at least three relevant types:

(1) Technical Standards: These are specific, often quantifiable
standards that models and data handling procedures must
meet, such as reaching certain confusion or fairness met-
rics. Interventions here might involve compliance checks
integrated into data science platforms that automatically
verify whether the data management, model implementa-
tion and development processes meet established technical
benchmarks for security and efficiency.

(2) Legal Standards: Legal requirements demand adherence to
laws and regulations, such as GDPR [74] for data privacy in
the European Union or HIPAA [3] in the United States for
health data. Interventions could include compliance modules
within tools like Jupyter Notebook that guide data scientists
through necessary legal documentation and ensure that their
work complies with relevant laws.

(3) Ethical Standards: These standards reflect the moral obli-
gations of the profession and are often guided by broader
ethical principles of harm prevention and fairness. Interven-
tions could consist of ethical audit trails in software that
document decision-making processes and flag potential ethi-
cal issues, prompting users to reconsider decisions that may
have harmful implications.

4.2 Who: Who is the target of the behavior
change intervention?

Interventions that influence behavior must be personalized to their
audience to be effective [64]. The "Who" dimension addresses the
diverse spectrum of individuals and groups involved in data science
processes. This differentiation is crucial because data science is
not a monolithic field [72]; it involves various stakeholders with
different roles, expertise, and influence over data-driven outcomes.
Categorizing the target audience in different dimensions can ensure
that interventions are not only appropriately designed but also
contextually relevant in order to increase the likelihood of adoption
and impact [63]. This section characterizes the target user along
two complementary dimensions: Personal Factors and Systemic
Factors. These factors may help inform optimal behavior change
interventions that are effective for specific types of users.

4.2.1 Personal Factors. The Personal Factors dimension includes
factors related to the individual characteristics of data science prac-
titioners. We describe three potentially useful ways of thinking
about characteristics of target users:

(1) Professional Role:Different professional roles entail varied
responsibilities and influence within data science projects,
which suggests a need for customized interventions designed
for different professional profiles. For instance, Scientists/Academics,
Engineers/Analysts, Educators, and Students all have
very different relationships with data science practices. For
example, engineers need real-time tools that can detect and
mitigate biases in their model implementation, while edu-
cators could benefit from interventions that facilitate their
data science teaching process or interactive tutorials that
provide engaging learning experiences to their students.

(2) Professional Expertise: Expertise level influences how
interventions are received. Data science projects not only
include knowledge of data science broadly, but also require
fundamental knowledge of the target task domain. Hence,
two areas of expertise that are especially important for mak-
ing informed choices of behavior change interventions in-
clude Data Science Expertise and Domain Knowledge.
Those lacking in data science expertise could benefit from
interactive tutorials that introduce core data science con-
cepts along with ethical considerations. On the other hand,
data science professionals who lack domain-specific knowl-
edge could benefit from interventions that provide domain-
specific guidelines and best practices for ethical data han-
dling and analysis.

(3) Personal Profile: This dimension emphasizes the individ-
ual characteristics of data scientists who will use the inter-
ventions, focusing on their own identity and role within the
data science process. Below we exemplify some significant
aspects of the intervention users that the intervention de-
signers should take into consideration, including Gender,
Ethnicity, Age Groups, and Personality Traits. For ex-
ample, individuals’ gender identity and unique experiences
can influence how they interact with technology and per-
ceive ethical issues. An intervention could include gender-
sensitive training modules that highlight common biases in
data science practices and offer strategies to overcome them.
Furthermore, different age groups may have varying levels
of familiarity with technology and ethical norms. Younger
data scientists might be more comfortable with interactive,
tech-driven interventions, while older professionals might
prefer traditional methods. Interventions should cater to
these preferences.

4.2.2 Systemic Factors. Systemic Factors reflect the broader con-
text in which professionals operate, including the organizational
and cultural norms that influence their work [5]. Unlike individual
behaviors or personal intentions, systemic factors acknowledge
that disparities and biases can emerge unintentionally due to the
workings of larger social, organizational, or technological systems.
Interventions designed with an understanding of these systemic
factors can better align with existing workflows and cultural norms,
thereby enhancing adoption and effectiveness. We describe two
potentially relevant perspectives on systemic factors:

(1) People: This category acknowledges the diverse range of
stakeholders involved in or affected by data science projects.
Relevant factors include Data Privilege and Collaborative
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Factors. Data privilege indicates the accessibility to data
based on one’s position or role. An intervention could high-
light these disparities by alerting users when their dataset
includes proprietary information unavailable to others, en-
couraging them to consider whether this advantage might
unintentionally contribute to bias or inequity in theirmodel’s
outcomes. Collaborative factors focus on how collaborative
dynamics influence data practices (e.g. Multi-discipline col-
laboration and team culture). Interventions might feature
collaborative coding tools or shared Jupyter Notebook envi-
ronments that encourage transparency, peer review, and the
ethical sharing of insights and methodologies.

(2) Organizational Process: Organizational processes govern
how data science work is conducted. This category is split
into Process Orientation and Project Clarity. Process ori-
entation refers to the overall approach an organization takes
toward data science projects including specific workflows,
priorities, and methodologies it adopts. Interventions could
include automated workflow tools in Jupyter Notebook that
ensure ethical checkpoints or reviews are a routine part of
all data science projects. Project clarity ensures that all team
members have a clear understanding of project goals and
ethical guidelines. A Jupyter Notebook extension could, for
example, provide project dashboard functionalities that ex-
plicate project roles, expectations, and ethical considerations
at each stage of a project.

4.3 What: What key objectives does the
intervention seek to influence?

The "What" dimension focuses on identifying the behaviors that
the intervention aims to modify or reinforce. Understanding which
behaviors to target is crucial for designing interventions that can
effectively guide data scientists toward more responsible practices.
Additionally, we consider attitude change because shifting attitudes
can lead to more sustainable and internalized behavior change
[42]. To consider what behaviors we aim to change, we orient this
dimension with two fundamental questions: What behavioral
factors (COM-B) [46] are being addressed? andWhat attitude
change processes [35] are being addressed?

4.3.1 What Behavioral Factors Are Being Addressed? The COM-B
model [46] offers a framework for understanding Behavior (B) as
a function of three factors: Capability (C), Opportunity (O), and
Motivation (M). The factors that influence a user’s behavior the
most vary across different scenarios. Identifying which factors
may need to be bolstered could help make the intervention more
effective:

(1) Capability: This refers to an individual’s psychological and
physical capacity to engage in the behavior. If capability
is lacking, interventions can focus on ways to enhance it
accordingly. For example, an intervention could be an em-
bedded tutorial or pop-up hints that guide users on how to
implement data privacy measures or check for data bias.

(2) Opportunity: This involves all the factors that make the be-
havior possible or prompt it. Effective interventions should

help create opportunities for responsible data science prac-
tices to take place. For example, an intervention might mod-
ify the Jupyter Notebook interface to make ethical guidelines
more accessible or to facilitate discussion and peer review
before publishing results.

(3) Motivation: This refers to the brain’s processes that ener-
gize and direct behavior, which can be reflective (planning,
evaluating) or automatic (habits, emotions) [22]. An inter-
vention might include motivational reminders or gamified
elements that reward users for consistent application of eth-
ical practices, thereby boosting motivation.

4.3.2 What Attitude Change Processes Are Being Addressed? In
addition to behavioral factors, behavior change interventions in
responsible data science also need to address attitude change pro-
cesses. We draw on three well-established attitude change processes
from Kelman [35]: compliance, identification, and internalization in
responsible data science. Short-term behavior change, such as com-
pliance, tends to be externally motivated, often driven by rewards or
penalties—a metaphorical "carrot and stick" approach. On the other
end of the spectrum, long-term behavior change involves inter-
nalization, where the behavior becomes inherently motivated and
aligned with personal values, leading to more sustainable ethical
practices.

(1) Compliance: This refers to the influence that is accepted
in order to avoid punishments or gain rewards, often occur-
ring when behavior is monitored or under surveillance [35].
Compliance typically drives short-term behavior change, as
data scientists may comply with data privacy regulations,
such as GDPR [57], to avoid legal penalties or reputational
damage.

(2) Identification: This occurs when individuals adopt behav-
iors or attitudes because they aspire to emulate someone
they admire or respect [35]. In responsible data science, iden-
tification can be leveraged by promoting role models within
the field who exemplify ethical behavior. For instance, shar-
ing highlight stories from senior data scientists, professors,
or prominent figures in the field who advocate for fairness,
transparency, and ethical practices can inspire others to fol-
low their example.

(3) Internalization: Internalization is the deepest form of at-
titude change, where individuals adopt behaviors because
they align with their personal values [35]. This process is
associated with long-term behavior change, as data scientists
follow ethical guidelines out of an inherent belief in the im-
portance of responsibility. Interventions aimed at fostering
internalization might focus on education and awareness-
raising efforts that connect ethical practices with personal
values. For instance, providing informational links that ex-
plore the societal impacts of biased models or the long-term
consequences of data privacy breaches can help data scien-
tists understand the moral imperatives of their work.



A Design Space of Behavior Change Interventions for Responsible Data Science IUI ’25, March 24–27, 2025, Cagliari, Italy

4.4 Usage Scenario: A State Government’s
COVID-19 Support Model

4.4.1 Intervention Inception. TheGeorgia Department of Economic
Development was awarded a federal grant to support small busi-
nesses adversely affected by the COVID-19 pandemic. More specifi-
cally, the grant is focused on assisting businesses owned by minori-
ties, women, veterans, immigrants, first-generation immigrants,
individuals with disabilities, or identified members of the LGBT+
community (classified as "protected groups"). The department has
access to the data of state registered small business within the past
four years. The team assembled to implement the grant project
decided to build a model to determine if a business is eligible for
the funding and how much they should receive from the available
funding. A small, contracted data science team is brought on to
develop the model. The fiscal and political experts from the original
team are responsible for providing advice and evaluating the model.
The lead of the technical team, Sean, wants to create a responsible
data science intervention to ensure the funding algorithm equitably
allocates funding opportunities across all of the groups of interest.
The technical lead decides to use the Behavior Change for Respon-
sible Data Science design space to determine the direction of the
intervention.

4.4.2 Key Insights from Design Space. Sean uses the interactive
Behavior Change in Data Science website to annotate notes about
the dimensions he finds helpful. Sean found the "Systemic Profile"
of the "Who" branch to be an instructive way to clarify the organi-
zation of the team. There is a healthy multidiscipline collaboration
between the subject matter experts in the department and the data
science consultants. Sean values the input of the financial and po-
litical experts and knows that the model has to be signed off by the
experts before it is deployed. The data scientists report to Sean, and
Sean works with the department experts to get feedback and trans-
form the feedback into technical tasks. Scrolling down the webpage,
the "COM-B factors" in the "What" section helped Sean clarify the
main goal of the intervention: to improve the opportunities for the
data science team to review how closely their work aligns with
primary responsibility goals. The "Why" branch spurred Sean to
seek answers from the legal expert of the team. He understands that
there is a strong ethical push to the project, but he is unsure of the
legal standards and regulations that the data scientists should be
aware of. After reviewing the "Why" section, Sean communicates
his queries to the legal expert, who hosts a meeting with the tech-
nical team to outline all the relevant regulations and government
laws the team needs to consider for the project. All in all, Sean’s
exploration of the behavioral considerations of the design space
helped him identify the social dynamics he wants the intervention
to support and the gaps of knowledge he needs to address before
moving forward with the intervention and project in general. After
completing the behavioral considerations, Sean reviewed the im-
plementation considerations of the design space to complete the
design space and hit the "Download" button to save the annotations
for future design usage.

4.4.3 Design Space Impact. Sean downloaded his completed report
from the website and added it to the project folder. In the first
team meeting with the department and technical team, he printed

copies of the report and shared it with the team as a part of the
meeting material. The department team appreciated the detailed
focus on equity and the technical team appreciated the guidance
the tool would provide. With the report as a guide, Sean led the
technical team through the first sprint to create a simplified ver-
sion of the intervention. This version provides a static checklist
and an interactive cell that enable data scientists to reflect on their
process and potentially recognize flaws for each stage in the data
science process (Figure 3). The technical team found the design
of the intervention very helpful to clarify the ethical goals of the
project at each stage of development. Sean presented the interven-
tion tool to the subject-matter experts in the subsequent meeting
to get feedback on the accuracy of the checklist content. The de-
partment team was very excited by the reflection feature because
it could be used as qualitative data to record progress to their grant
funders. They also asked for a digital copy of the report to add to
their documentation as well. Using the intervention, when Sean
met with the department team each week he was able to update
them on the stage of development and answer any concerns in
detail based on his analysis of the technical team’s reflections. Once
they completed the model, it was deployed by the department’s
IT team, and a protected balance sheet that recorded all the funds
given to each registered small business was populated. The depart-
ment was impressed by how efficient the intervention made the
collaboration. They brought back Sean’s team so they could create
an intervention tool for all technical consultants in the department
to use. Sean then provided the report to show the additional fea-
tures and functionality he wanted to add to the intervention which
further excited the department director.

5 IMPLEMENTATION CONSIDERATIONS
In addition to behavioral factors, the practical and technical logistics
of interventions are critical for their success. This section delves
into these implementation considerations for the design of behavior
change interventions:

• When is a suitable time to intervene,
• Where do the interventions take place, and
• How can we design effective interventions.

To further illustrate the application of these dimensions, we present
a usage scenario that demonstrates how these technical consid-
erations can shape and facilitate the design of a responsible data
science intervention tool in subsection 5.4

5.1 When: When is the suitable time to
intervene?

The timing of behavior change interventions is a pivotal factor in
their effectiveness[13]. Interventions ought to be strategically timed
to align with key moments in the data science process where they
can have the most significant impact. Incorrect timing could render
even the most well-designed interventions ineffective, as they may
either preempt the need for action or come too late to influence the
desired outcomes [49]. The timing of interventions can be informed
by prior work in HCI on intervention and notification timing by
Fogarty et al. [20]. Intervention developers can consider at least
three different ways of characterizing “When” the intervention
occurs: according to the action occurrence, the phase in the
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A checklist that navigates 
the responsible data 

science pipeline

A reflection cell shows up 
after the user finish 
preparation stage

Figure 3: An exemplary intervention Sean envisioned.

data science process, and the stage of human information
processing.

5.1.1 Timing Based on Action Occurrence. The effectiveness of an
intervention can greatly depend on its temporal relationship to
the behavior it targets. Classifying interventions based on their
timing relative to the behavior — whether they are Synchronous
or Asynchronous — allows us to strategically influence data scien-
tists’ actions in a way that promotes ethical conduct and minimizes
risk. Synchronous interventions are designed to work in real-time,
providing immediate guidance or feedback during the occurrence
of the behavior. Asynchronous interventions operate after the be-
havior has taken place, allowing for reflection and review.

5.1.2 Timing Based on Phase in the Data Science Process. The four
stages of the data science process (preparation, analysis, deploy-
ment, and communication) as described by Crisan et al [15] are a
sequence of interconnected stages, where each is crucial for the
overall success of data-driven projects. Categorizing interventions
according to these stages allows us to address the unique ethical
and practical challenges that arise at each point:

(1) Preparation: During the data preparation phase, interven-
tions can be introduced to ensure data quality and integrity.
For example, a Jupyter Notebook plugin could automatically
suggest privacy-preserving methods when sensitive data is
being cleaned and prepared.

(2) Analysis: In the analysis stage, real-time tools can assist
data scientists by providing in-line guidance on statistical

methods and algorithms that minimize bias and ensure fair-
ness.

(3) Deployment: During deployment, interventions can include
mandatory ethical compliance checks that ensure models
meet ethical standards before they are used in decision-
making processes.

(4) Communication: During the communication of results,
interventions can help ensure that data visualizations and
reports are transparent and do not mislead stakeholders
about the implications of the data.

5.1.3 Timing Based on Four Stages of Human Information Process-
ing. Another way to think about the timing of behavior change
interventions is through the relevant stage of information process-
ing. Human interactions and behaviors are guided by four steps
of human information processing [55]: (1) information acquisition;
(2) information analysis; (3) decision and action selection; and (4)
action implementation:

(1) Information Acquisition: Information acquisition refers
to the acquisition and registration of multiple sources of
information [55]. In the context of responsible data science,
this stage involves gathering relevant data and information
needed for analysis. It includes identifying sources, collect-
ing and inspecting data, and ensuring its quality and rele-
vance. For example, a Jupyter Notebook plugin could alert
users when the data they are importing has historically been
prone to bias or when the data lacks representation from
certain groups. This plugin could provide links to additional
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resources or alternative datasets that might help balance or
correct these biases.

(2) Information Analysis: Information analysis involves con-
scious perception and manipulation of processed and re-
trieved information in working memory [8]. This stage also
includes cognitive operations such as rehearsal, integration,
and inference, but these operations occur prior to the point
of the decision [55]. In the context of responsible data sci-
ence, it includes applying statistical methods, algorithms,
and models to understand the data. One potential interven-
tion could be an embedded tool in Jupyter Notebook that
analyzes the algorithms being used and suggests modifica-
tions or alternative algorithms that are known to reduce bias.
This tool could also visualize the effects of bias in current
models and offer real-time feedback on how changes to the
model could improve fairness.

(3) Decision and Action Selection: The Decision and action
selection stage is where decisions are reached based on the
iterations of the previous two cognitive processes [55]. Inter-
ventions at this stage help data scientists consider ethical im-
plications and make informed, responsible decisions within
the process of building a data science model. This involves
supporting data scientists in making ethical decisions about
which models to use or how to deploy them. For example,
before finalizing a model, this system could ask questions to
ensure the user has considered all ethical aspects, such as
"Have you checked for gender bias in your model outcomes?"
or "Does this model disproportionately affect a particular
community?"

(4) Action Implementation: Action implementation involves
the implementation as a response or action consistent with
the decision choice [55]. In the context of responsible data
science, the final stage involves deploying models, shar-
ing results, and ensuring that actions are carried out ef-
fectively. Automated tools could be integrated into Jupyter
Notebooks to execute privacy-preserving techniques, such
as data anonymization or differential privacy, automatically
whenever data is exported or reports are generated. These
tools could also implement routine fairness checks before
any analysis is finalized, ensuring that all outputs adhere to
certain ethical standards.

5.2 Where: Where do the interventions take
place?

The setting of a behavior change intervention influences its effec-
tiveness [19]. The "Where" dimension analyses how seamlessly
interventions integrate into the daily routines of data scientists,
influencing their usability and likelihood of adoption. Properly
situating interventions can bridge the gap between theoretical be-
havior change and practical, actionable modifications in real-world
settings.

In this section, we describe two approaches for embedding inter-
ventions and their respective tradeoffs: in-situ and ex-situ. In-situ
interventions are those that can be directly incorporated within the
data science deployment environments (e.g., Jupyter Notebook [36],
Google Colab, VSCode). By embedding behavior change prompts

and guidance within the context of existing tooling, practitioners
can receive real-time support during various stages of their work-
flow—from data preprocessing to model evaluation. On the other
hand, ex-situ interventions exist outside of the tools used in data
scientists’ practices, extending their reach to standalone websites or
systems like visual analytic platforms. For example, an ex-situ inter-
vention might enable data scientists to export their project data to
a dedicated ethical auditing tool outside their routine deployment
environment.

5.3 How: How can we design effective
interventions?

The "How" dimension addresses the various elements that must be
considered to create interventions that are not only theoretically
sound but also practical and engaging for the intended audience.
This dimension fundamentally influences the usability, acceptance,
and overall impact of the interventions. Some characteristics of
“How” to design effective interventions include intrusiveness, pro-
gramming requirement, interactivity, and level of automa-
tion. These dimensions are not exhaustive but rather provide some
exemplary considerations that can inform effective behavior change
intervention design. The selection of these dimensions was in-
formed by a combination of a literature review of existing frame-
works in behavior change and human-computer interaction (HCI),
along with iterative brainstorming sessions among the authors to
ensure they capture the technical and practical needs specific to
responsible data science interventions.

5.3.1 Intrusiveness. Intrusiveness concerns the visibility of inter-
ventions and the degree to which users can choose to engage with
them. If an intervention is too intrusive, it may annoy users and
lead to disuse; if too subtle, it might be ignored. Understanding the
optimal level of intrusiveness helps in designing interventions that
are effective yet respectful of the user’s workflow:

(1) Hidden and Ignorable: These interventions operate in the
background with no notification to the user. For instance, an
intervention in a Jupyter Notebook could silently monitor
for the use of deprecated or non-compliant data processing
methods, logging this use for later review without interrupt-
ing the user’s workflow.

(2) Hidden and Not Ignorable: These interventions operate
in the background but take action without requiring user
engagement, ensuring that essential tasks are performed.
For example, an automated tool that corrects variable name
errors without notifying the user. This type of intervention
can improve the workflow by handling routine tasks silently
but effectively.

(3) Visible and Ignorable: These interventions are apparent
but do not force interaction. An example could be a sidebar
in Jupyter Notebook that displays ethical guidelines or sug-
gestions that users can choose to engage with or ignore at
will during their work.

(4) Visible and Not Ignorable: These interventions require
user engagement to proceed. It should be utilized when a
particular decision is critical. For instance, a popup that
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requires user action before certain types of data, such as
sensitive or protected groups, can be processed.

5.3.2 Programming Requirement. The need for programming skills
to utilize an intervention influences its accessibility and the breadth
of its deployment. Interventions that Require Coding might limit
their use to more technically adept users (e.g., a Jupyter Notebook
extension could require users to implement custom scripts that
check for bias in data before analysis can proceed), whereas those
with No Coding Required can be adopted more widely across var-
ious levels of technical expertise (e.g., a pre-built Jupyter Notebook
extension that automatically scans datasets for sensitive informa-
tion and prompts users through a simple GUI to anonymize data
before analysis).

5.3.3 Interactivity. The degree of interactivity in an intervention
influences how engaging and adaptable it is. It could be categorized
into two different types: Interactive and Static. Interactive inter-
ventions involve active participation or input from the user, such
as tools that require users to make selections, provide feedback, or
make decisions based on the provided information (e.g., an inter-
active module in Jupyter Notebook that simulates different data
handling scenarios and asks users to choose the best ethical ap-
proach, providing instant feedback on their choices). On the other
hand, static interventions do not allow for user input but provide
prompts, information, notifications, or warnings (e.g., a static re-
port generated by a tool within Jupyter Notebook that assesses the
ethical implications of a project’s data usage, available for review
at the user’s discretion).

5.3.4 Level of Automation. The level of automation determines
how much of the decision-making process is handled by the in-
tervention versus the user. This balance is crucial as it affects the
user’s control over the tasks and their trust in the intervention’s
recommendations or actions. We adopt the concept of 10 levels of
automation from Vagia et al. [71] and adapt it into the context of
data science, as shown in Figure 4. These levels range from complete
user control to full automation by the system.

For the sake of simplicity in our subsequent coding of existing
responsible data science tools (Section 6), we group the total 10
levels of automation into four types as shown in the Figure 4: No
Automation (level 1 in subsubsection 5.3.4), Low Automation(level
2-6 in subsubsection 5.3.4), High Automation (level 7-9 in subsub-
section 5.3.4), and Fully Automated (level 10 in subsubsection 5.3.4).

5.4 Usage Scenario: A Professor’s Intro to
Responsible Data Science Course

5.4.1 Intervention Inception. Dr. Y is a computer science professor
teaching a Fall course called "Introduction to Data Science." As Dr.
Y was preparing the teaching plan for the summer, Dr. Y wanted to
include a unit on responsible data science after covering basic data
science concepts and skills. Dr. Y wants to conclude the responsi-
ble data science unit with a project in which the students execute
responsible data science practices. To ground the project in the real
world, Dr. Y chose to scope the project around creating a prediction
model for loan approvals. Dr. Y selected the South German Credit
dataset. The dataset includes credit and demographic information
from clients with good and bad credit scores from 1973 to 1975 [1].

An important feature Dr. Y wants to focus on is the foreign worker
feature. While Dr. Y is very excited about debuting the responsible
data science project in the class, Dr. Y wants to ensure that the stu-
dents engage in the current practices for addressing anti-immigrant
bias. Dr. Y decides to build an intervention tool for the project. Dr.
Y wants to encourage a reflexive development of responsible data
science skills not a prescriptive development. Dr. Y wants to explore
if in-situ explanation, guidance and reflection prompts students to
change their behavior towards adopting responsible data science
as a part of their everyday data science practice. Dr. Y refers to the
Behavior Change for Responsible Data Science design space web-
site to guide the design of the responsible data science intervention
tool for the students.

5.4.2 Key Insights from Design Space. Dr. Y completed the Behav-
ioral Considerations of the design space to build a comprehensive
picture of the student user group based on previous iterations of the
course. Next, Dr. Y considers the Implementation Considerations.
The "When" branch prompts Dr. Y to consider the finer points of
the tool’s design in terms of the data science lifecycle. Despite Dr.
Y’s interest in the different ideas, Dr. Y realizes the intervention
would become too complex if it had to cover the majority of the
data science lifecycle. Dr. Y decides to focus on the “analysis” stage
which is the more ambiguous yet essential stage in practicing re-
sponsible data science. In the "Where" branch, Dr. Y decides that
the tool should come in the form of an "in-situ” plugin for the coding
notebook platform, Jupyter Notebook. Dr. Y’s course only teaches
students how to code in Jupyter Notebook so it’s an environment
the students are comfortable with. Finally, Dr. Y visits the "How"
branch of the design space to decide the functionality of the tool. Dr.
Y wants to encourage the student users to engage with the interven-
tion before they can move forward. Pop-ups can be a feature that
enforces this user experience (“visible and not ignorable”). Given
the educational purposes of the intervention, Dr. Y doesn’t want to
create a complex and highly interactive tool. Therefore, the tool will
be primarily "static” but allowing a drop-down to support students
browsing results in different evaluation metrics (“No Automation”).

5.4.3 Design Space Impact. Afterwalking through the design space,
Dr. Y downloads the consolidated behavior change for responsible
data science report that contains all of their notes and selections. Dr.
Y then uploads the report to their teaching plan folder and now feels
more confident about completing the intervention tool over the
summer before the course. Dr. Y refers to the report while writing
the project requirements and development plan for the interven-
tion tool. When two undergraduate students from a previous class
express interest in working with Dr. Y over the summer, the report
serves as one of the onboarding documents for their work over
the summer. As Dr. Y routinely meets with the research assistants
to check on their progress, they all refer to the report to check if
the team’s progress aligns with the design imagined in the report.
If changes need to be made, the team returns to the website to
make new report iterations. When the prototype is deployed in Dr.
Y’s first Introduction to Data Science Class, Dr. Y shares the most
recent report with the class as an act of transparency. As shown in
Figure 5, the intervention first reminds students to inspect differ-
ent evaluation metrics with a pop-up box. Furthermore, students
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       Levels of Automation Definition

No Automation 1 The intervention offers no assisted decisions and actions, and human are fully responsible for them

Low Automation

2 The intervention offers a range of options but leaves the final decision to human

3 The intervention uses predefined criteria to limit choices to the most appropriate ones.

4 The intervention proposes the best action based on its analysis.

5 The intervention executes a proposed action only after human confirmation. 

6 The intervention allows the human a restricted time to veto before automatic execution

High Automation

7 The intervention executes automatically, and only informs the human when necessary

8 The intervention handles tasks independently and provides details only upon human’s request

9 The intervention informs the human only if it, the computer, decides to

Fully Automated 10 The intervention decides everything and acts autonomously, ignoring the human

Figure 4: We adopt the concept of levels of automation from Vagia et al. [71] to measure the intervention’s automation level in
the context of data science.

can interact with the drop-down menu to measure the model’s
performance using different evaluation metrics. Once the training
is over, students can view the result of the selected metric at the
bottom of the drop-down menu. The intervention receives strongly
positive feedback from the students so Dr. Y submits a manuscript
to share the findings from their project and includes the report as a
supplementary document for readers to refer to. All in all, Dr. Y is
glad they took the time to work through the design space because
it improved the productivity of the project, kept collaborators on
the same page, and provided a method of transparency for users.

6 CHARACTERIZING EXISTING
INTERVENTION TOOLS

To demonstrate the utility and applicability of our proposed design
space, we conducted a targeted survey and coding of existing tools
in the domain of RDS. The objective of this analysis is twofold:
first, to map the features of these tools to the implementation con-
siderations (When, Where, and How) of the 5W1H dimensions to
understand coverage of the design space; and second, to identify
trends, gaps, and opportunities for further innovation in RDS. For
this analysis, we do not report on the behavioral dimensions (Why,
Who, and What), since this would require us to make inferences
about the developers’ intentions for the tools, which is not always
explicit for these artifacts.

6.1 Method
To identify relevant behavior change intervention tools for RDS,
we began by reviewing the survey conducted by Wang et al. [79]

which covers 163 existing tools that facilitate data science prac-
tices (Figure 6). From this set of 163 existing data science tools,
we assessed their relevance by reviewing available abstracts, full
papers, GitHub repositories, prototypes, and demo videos, where
applicable. We specifically selected 18 tools that directly addressed
issues related to model responsibility (e.g., What-If-Tool [82]) or
ethical considerations (e.g., DocML [9]) in data science. Following
this initial filtering, we conducted forward and backward literature
searches as well as keyword searches on Google Scholar to identify
additional relevant intervention tools that focus on RDS in the past
10 years. This involved reviewing papers cited and cited by the
filtered tools, further expanding our dataset of tools for RDS.

In total, 23 RDS intervention tools were included as they either:
(1) directly supported responsible model deployment practices, such
as subgroup analysis [83], bias auditing and reduction [51, 61, 82],
model outcome evaluation and monitoring [4, 34, 48, 75], fair model
building [40, 77], effective communication through sense-making
visualizations [25, 39]; or (2) contributed to ethical considerations
more broadly, such as by providing machine learning documen-
tation for ethical priming during model deployment [9, 28, 85],
highlighting the consequences of configuration changes on fairness
[38, 76, 78], or explaining model interpretability [47, 53, 80, 81].

Next, three authors collaboratively developed the codebook
through an iterative process. The team held four working sessions,
during which we discussed each dimension of the design space
and how it would apply to the coding process. During these ses-
sions, we refined the definitions of each subcategory to ensure they
accurately reflected the features of the tools being assessed. Each
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Firstly, Intervention reminds 
students to inspect different 

evaluation metrics

Open the drop-down and select a 
evaluation metric

After the training is over, students 
can view the result of the selected 

metric

Figure 5: An exemplary intervention Dr. Y envisioned.

session resulted in revisions to the codebook, which was then pi-
loted on a small set of tools to ensure consistency in interpretation
and application. This codebook is attached in the supplementary
materials. It served as the guiding framework for coding each tool
based on the technical considerations (When, Where, How) out-
lined in the design space. Two authors then independently coded
the tools across four rounds of coding, and 5-7 uncoded tools were
coded in each round. After each round, the coders assessed their
mutual agreement using Cohen’s Kappa [43] to measure inter-rater
reliability. Inter-rater reliability in each of the four rounds of coding
were 𝜅1 = 0.31, 𝜅2 = 0.39, 𝜅3 = 0.72, and 𝜅4 = 0.89, respectively,
for an overall inter-rater reliability of 0.62. This process ensured
consistent application of the codebook definitions and allowed for
iterative refinement of the coding process. At the conclusion of
each round, the coders reviewed their results to reach a consen-
sus coding, resolving discrepancies, and refining the codebook as
necessary.

6.2 Results
Below, we present a summary of the coding results, focusing on the
technical dimensions of When, Where, and How. F1-F8 describe 8
salient findings. Figure 7 provides a visual representation of these
results, with key findings highlighted below:

F1: (How)Minimal automation to develop responsible skillset.
As described in subsubsection 5.3.4 and Figure 4, we categorized
interventions into four levels of automation: No Automation (level
0), Low Automation(level 1), High Automation (level 2), and Fully
Automated (level 3). Themajority of tools either offer no automation
(52%) or a low level of automation (35%), with only 13% of tools
offering high levels of automation. This suggests that developers
may prioritize maintaining human agency in RDS, likely due to
the complex ethical judgments involved, which may not be easily
navigated by fully automated systems.

Low-automation interventions leave all decision-making and
behavior choices to the data scientist (e.g., DocML [9] only reminds
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Figure 6: The process of arriving at the 23 interventions discussed in Section 6.

users to follow the model cards proposal during model develop-
ment). In contrast, high-automation interventions handle most
initial decisions, involving users only for confirmation or when
necessary (e.g., EDAssitant [40] automatically searches and recom-
mends relevant Python APIs and notebook examples, asking users
to confirm their selection). High levels of automation, while effi-
cient, may not yet be trusted to navigate these complexities without
risking unintended biases or oversights. However, it is still difficult
for data scientists to navigate complex ethical considerations even
with interventions [16].
Takeaway: As this research area grows, limiting automation in in-
tervention tools may be viewed as an essential feature. Rather than
automating the responsible work, interventions can be designed to
illustrate and teach RDS practices through guided actions for users.

F2: (How) Interventions are visible, but ignorable. All coded
tools are visible but ignorable (100%), reflecting a design preference
towards non-intrusive interventions. This method could be the
result of balancing usability with ethical guidance by not disrupting
user control. However, this also highlights a potential area for
improvement, as critical ethical considerations may sometimes
require visible and not ignorable interventions, especially in high-
risk scenarios in which enforcing ethical behavior is essential (e.g.,
interventions that facilitate building crime recidivism prediction
model). This dimension also highlights how RDS intervention tools
consider user agency. As outlined in the ”What” branch of our
design space, internalization is the strongest avenue for attitude
change (see subsubsection 4.3.2). Choosing to execute ignorable
suggestions over time can encourage users to adopt RDS practices
on their terms. On the other hand, in the case of high-risk domains,
a compliance approach to attitude change may be preferred for its
expediency.
Takeaway: We encourage the development of non-ignorable inter-
ventions, especially for high-stakes analysis scenarios.

F3: (How) Interactive interfaces dominate but there should
be consideration of cognitive load. All coded tools provide an
interactive GUI (100%), with none relying solely on static informa-
tion. This could suggest the need for user engagement in RDS. One
potential reason is ethical decision-making often requires dynamic
feedback and user exploration to address evolving challenges effec-
tively. Incorporating static information alone may not provide the
flexibility or depth required to address the evolving nature of ethical
challenges in data science workflows. Conversely, although static
information alone may lack flexibility or depth, it presents an oppor-
tunity to reduce cognitive load for users. Static interventions can
simplify decision-making by offering clear, concise guidance with-
out overwhelming users with too many options or interactions[56].
This reduced complexity could be beneficial in scenarios where
quick ethical checks are needed, or when practitioners are already
managing high cognitive demands from other tasks.
Takeaway: Intervention designers should strike a balance between
dynamic user engagement and concise presentation of information
to avoid cognitive overload.

F4: (How) Customization tradeoffs of coding requirements
in interventions. Half of the tools (52%) do not require coding,
indicating accessibility of RDS interventions to practitioners with
varying levels of technical expertise. This trend aligns with efforts to
democratize responsible data practices across different user groups
[41]. No-code tools allow users to focus on developing code for
the task or project at hand. However, there is a tradeoff between
the ease of use offered by no-coding tools and the customization
that coding tools provide. Tools that require coding allow users to
tailor interventions more precisely to their specific needs, while no-
coding tools prioritize simplicity and accessibility but may sacrifice
customization.
Takeaway: In addition to no-code base functionality, intervention
designers should consider providing the option to execute code
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2019 Aequitas 0

2019 VizSeq 1

2019 InterpretML 1

2019 Interpret-Community 0

2019 What-if Tool 0

2020 Whatlies 0

2020 RAI Widgets 0

2022 TimberTrek 1

2022 GAM Changer 0

2022 Evidently 0

2022 Visual Auditor 2

2023 CausalVis 0

2023 Calibrate 0

2023 DocML 0

2023 EDAssistant 2

2023 ModelSketchBook 1

2023 Notable 1

2023 VizProg 1

2023 watsonx.governance 1

2024 HAX Toolkit 0

2024 Farsight 1

2024 Wordflow 0

2024 Retrograde 2

Percentile 52% 52% 30% 74% 52% 4% 43% 70% 70% 4% 83% 43% 0% 0% 100% 9% 52% 48% 12:8:3:0 100% 0%

Figure 7: Summary of coding results for behavior change intervention tools in RDS.

within their tool for users to further customize intervention actions
to their context.

F5: (Where) Preference for in-situ over ex-situ tools for ac-
cessibility. 19 RDS intervention tools (83%) are designed as in-situ
tools. These intervention tools are integrated within the working
environments of data scientists as notebook plugins or compat-
ible Python packages. 26% of tools support both in-situ (within
notebook) and ex-situ formats (standalone websites or toolkits).
This emphasis on in-situ design could suggest the need for tools
to be readily accessible and seamlessly embedded within existing
workflows. Designers of data science tools often prioritize seamless
integration in the workflow based on user feedback [83].
Takeaway: In-situ intervention designs can prioritize ease of use.
Limiting barriers to use provides ample opportunity for engaging
in RDS practices.

F6: (When) Opportunities to intervene at later stages of life-
cycle.Most intervention tools focus on the Information Analysis
(70%) and Decision and Action Selection (70%) stages, with 36% of
tools supporting both stages simultaneously. Interventions focusing
on Information Analysis help data scientists process and interpret
data ethically by providing insights into potential biases or fairness
issues within the data. These interventions ensure that ethical con-
siderations are embedded in the analysis process, and assist users
in making responsible decisions during model building. This sug-
gests that interventions prioritize assistance in data interpretation

and decision-making, with fewer tools addressing the other stages;
only 43% of interventions support Information Acquisition (e.g.,
TimberTrek [80] helps users to summarize different levels of the
decision tree model at scale) and 4% of interventions support Action
Implementation (e.g., Notable [39] supports users converting data
findings into visualization story-telling). This suggests a potential
gap that future interventions could concentrate more on either the
Information Acquisition stage or the Action Implementation stage.
For example, interventions could help data scientists gain deeper
insights of potential correlations within data, or help users run
fairness examination of model outcomes once they finalize model
configurations.
Takeaway:While supporting initial data analysis is paramount for
RDS, intervention designers should also explore how to conduct
fairness evaluation and tuning at the later stages.

F7: (When) Emphasis on the analysis phase of data science.
Most tools target the Analysis stage (74%), followed by the Deploy-
ment (52%) and Preparation (30%) stages. A notable gap exists in the
Communication phase, where only 1 intervention tool (4%) provides
support [39]. This suggests a potential area for future tools to en-
hance ethical communication and reporting of data science results.
For example, interventions could help standardize ethical reporting
practices across projects, providing templates or prompts to ensure
that all relevant ethical factors are included in final reports and
visualizations. There is a lack of cohesive support across all stages
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of data science workflows. Existing tools tend to focus on isolated
aspects rather than providing end-to-end support. Such fragmen-
tation and unevenness reflect the complexity and dynamic nature
of ethical challenges in data science. Different stages of the work-
flow involve varying stakeholder priorities and levels of urgency,
making it difficult for existing tools to address RDS holistically.
Takeaway: Given the prevalence of intervention tools for analysis,
future designers can address the lack of RDS support in the other
stages of the life cycle (especially the communication stage).

F8: (When) Balance between synchronous and asynchronous.
The distribution between synchronous (52%) and asynchronous
(52%) interventions is evenly distributed (one intervention supports
both synchronous and asynchronous [53]). This balance highlights
the importance of addressing ethical concerns both in the moment,
when critical decisions are made, and after the fact, when there
is time for deeper consideration of long-term impacts. Recently,
RDS scholarship is increasingly embracing reflexive techniques to
contend with the complex decisions practitioners have to make
[31]. Interventions can play an important role in spurring reflexive
practices as a consciousness-raiser or potential collaborator in a
user’s RDS journey.
Takeaway: The presence of both intervention types suggests ethi-
cal data science workflows can benefit from both immediate guid-
ance and opportunities for reflective evaluation.

7 DISCUSSION AND CONCLUSION
Generalizability and Robustness: While this framework was
validated with a specific set of data science tools, its guiding princi-
ples—behavioral and implementation considerations—can be broadly
applied to different contexts beyond those explored in this study.
For example, developers creating intervention tools for domains
such as medical data science can leverage the framework by consid-
ering e.g., the Regulations (Why) and Level of Automation (How)
that is relevant and standard practice in this field. Furthermore,
the separation of behavioral and implementation factors allows
for incremental adoption in the given context; practitioners can
prioritize dimensions that align with their immediate goals while
gradually expanding their interventions to include more compre-
hensive support. The modularity of the design space can also be
iteratively refined to enable users to adapt interventions as tech-
nologies, regulations, and societal expectations evolve.

Limitations: While our proposed design space offers a framework
for understanding and guiding behavior change interventions in
responsible data science, it is not without its limitations. First, the
design space is built primarily on existing theories and models,
which may not fully capture the rapidly evolving nature of data
science practices and technologies. Additionally, our framework fo-
cuses on currently available interventions, meaning it may overlook
emerging tools or techniques that could present new opportunities
or challenges in promoting ethical practices. Another limitation
lies in the generalizability of our findings, as our examples and case
studies are largely contextualized within specific selected data sci-
ence tools and environments, potentially limiting their applicability
to other domains or broader application contexts. Lastly, while
we emphasize the need for both behavioral and implementation

considerations, the relative importance of each factor may vary
depending on the specific use case or organizational context, which
our framework does not explicitly address.

Conclusion: In this paper, we explore the essential role of behavior
change interventions in advancing responsible data science prac-
tices. Addressing the complex ethical challenges in data science,
we aim to foster ethical decision-making and responsible model
deployment through a multifaceted approach that combines tech-
nical skills, ethical awareness, and behavioral insights. We aim
to catalyze a cultural shift towards ethical data practices within
the data science community. To achieve this, the paper outlines
a design space for behavior change interventions, guided by the
5W1H framework (Who, What, When, Where, Why, and How).
This framework helps in identifying the target audience, desired
behaviors, optimal timing, location, objectives, and methods of in-
terventions. We examined 23 existing responsible data science tools
and mapped their functionalities to our design space, identifying
gaps and potential opportunities for future work. Additionally, we
demonstrated the usability of this design space through two usage
scenarios to show how it can be applied at the ideation phase for
building effective tools to foster responsible data science practices.
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