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Abstract. Letters of recommendation (LORs) are an important and
widely used evaluation criterion for hiring, university admissions, and
many other domains. Prior work has identified that gender stereotypes
can bias how recommenders describe female applicants compared to male
applicants in contexts such as faculty positions and undergraduate re-
search internships. For example, female applicants are more likely to
be described using communal adjectives (e.g., affectionate, warm) while
male applicants are more likely to be described using agentic adjectives
(e.g., confident, intellectual). In this paper, we investigate (i) the extent
to which these differences in language affect readers’ impression of appli-
cant competitiveness and (ii) the efficacy of a mitigation strategy: visual
highlighting. Our findings suggest that simple changes in visual salience
through highlighting language more commonly used to describe women
can negatively affect readers’ evaluation of candidates, while highlighting
the language more commonly used to describe both men and women can
reduce the effects of the bias.
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1 Introduction

University admissions is a complex and often subjective decision-making process
that can be susceptible to bias, compromising the objectivity and impartiality
of the evaluation of applicants. Researchers in the HCI field have studied how to
apply visualization techniques to support the admissions decision-making pro-
cess and mitigate potential biases in the process [51,38]. In this work, we study
the evaluation of letters of recommendation (LORs), a critical component of
an applicant’s portfolio, offering valuable perspectives on personal and profes-
sional attributes that might not be discernible from other application materials
like transcripts or standardized test scores. While LORs can offer valuable in-
sights, previous research has revealed that they often contain biased language
reflecting gender stereotypes [53,47,36,20,46]. These biases in language not only
reflect stereotypes but may also influence evaluators’ perceptions, potentially
disadvantaging certain applicants [36].

We operationally define gender bias in LORs as the systematic differences
in language and descriptions used by letter writers to describe female vs. male
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applicants, which often reflect gender stereotypes. Such bias, in turn, can impact
the evaluation of applicants. While many studies have focused on analyzing the
gendered language patterns present in recommendation letters, there has been
limited exploration into how these biased descriptions affect evaluators’ per-
ceptions and decision-making. Furthermore, there has been little exploration of
potential interventions that could mitigate these biases in evaluators’ judgments.
In this work, we aim to fill this gap by investigating two research questions: (i)
whether biased language in LORs influences evaluators’ assessments of appli-
cants, and (ii) whether visualization interventions can effectively mitigate the
potentially negative impacts of this bias in the context of university admissions.

Our approach is grounded in prior research that suggests visualization has
potential to heighten awareness of biases by revealing patterns [14], encouraging
exploration [55], incorporating uncertainty [30] and providing alternative per-
spectives [50]. Specifically, we posit that visual highlighting, by changing
the salience of biased language, may help emphasize or de-emphasize
gender biased language and reduce the likelihood of biased evalua-
tions. We emphasize that a major driving force behind our work is that we
are not focusing on debiasing the letter writers. Some existing approaches at-
tempt to correct bias during the writing process, e.g., providing text analyzers
that quantify gender bias for self-correction [3,47]. Instead, the purpose of this
research is to investigate the agency of readers of the letters, to provide novel
mechanisms to mitigate the likelihood that applicants are evaluated in a biased
manner, even if the letters composed on their behalf contain biased language.

We first created a gendered language dictionary based on prior work [53,47,36],
refining it through multiple preliminary studies. Based on this dictionary, we
created letters that vary in use of stereotypically gendered language and con-
ducted a crowdsourced experiment with 560 participants to answer our research
questions. Our findings indicate that: (1) Biased language can negatively affect
candidate evaluations; (2) Visual highlighting of specific types of language in
LORs has potential to influence evaluation of candidates; and (3) Evaluators’
implicit bias correlates with their assessment of candidates.

Our results show that candidates described with more female-associated lan-
guage are perceived as less competitive than those described with more male-
associated language. Moreover, highlighting female-associated terms can amplify
this bias, further lowering perceived competitiveness compared to plain text. In
contrast, highlighting male-associated language can redirect attention away from
female-associated terms, reducing bias effects. Our findings suggest that visual
highlighting can either exacerbate or mitigate implicit gender bias, depending
on how it alters information salience.

2 Background

2.1 Gender Bias in LORs

Recommendation letters are a key component of admissions and hiring processes
but often reflect gender bias. Previous work has studied this bias across various
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contexts, including undergraduate admissions [6], research internships [29], post-
doctoral fellowships [17], academic faculty hiring [36], and medical fields [34].
Systematic differences in LORs for male and female applicants have been ob-
served in various aspects such as letter length [53], linguistic style (e.g., senti-
ment, emotion) [46], and the use of gendered descriptors [36].

An analysis of LORs for medical faculty applicants showed that letters writ-
ten for female applicants were generally shorter, lacked basic features, and were
more likely to include “doubt raisers” such as negative or hedging language, faint
praise, and irrelevant comments [53]. Additionally, women were described with
“grindstone” adjectives (e.g., hardworking, conscientious), while men were more
often described with “standout” adjectives (e.g., excellent, superb), reflecting
gender schema that associates effort with women, and ability with men in pro-
fessional areas. Madera et al. [36] explored language patterns in LORs through
social role theory [18], which suggests that gendered language stems from soci-
etal expectations: men are typically perceived as agentic (e.g., assertive, com-
petitive), while women are perceived as communal (e.g., friendly, unselfish). The
study found that letters for female applicants more often included communal
terms, while letters for male applicants emphasized agentic traits. These differ-
ences likely reflect the writers’ perceptions, influenced by social role stereotypes
or norms about appropriate descriptors. Importantly, communal characteristics
were negatively associated with hiring decisions, as agentic traits align more
closely with leadership and high-status academic roles.

While existing research has extensively analyzed gender bias in letters of
recommendation, it has focused primarily on analysis of written content, rather
than reader perception and has not yet considered interventions to reduce biases
in reader perception.

2.2 Implicit Bias

Implicit bias is a form of unconscious bias shaped by cultural and societal norms
or past experiences [23,24]. It can affect how people interpret information, inter-
act with others, and make decisions without conscious awareness [23]. Implicit
gender bias (unconscious associations between specific traits and gender) can
influence how recommenders describe candidates. When evaluating candidates,
even when their qualifications are similar, implicit bias can lead evaluators to fa-
vor certain gender groups. For instance, a laboratory experiment showed that sci-
ence faculty rated male candidates as significantly more competent and hireable
than equally qualified female candidates [40]. In our study, we explore how bi-
ased language in LORs affects the evaluation of candidates and how the reader’s
own implicit bias comes into play.

The implicit Association Test (IAT) [25] characterizes implicit biases by mea-
suring the association that people hold between attributes and concepts. The
test asks users to quickly and accurately categorize words or images and in turn
measures reaction time, such that faster (correct) responses indicate stronger as-
sociations than slower responses, suggesting how implicit attitudes can influence
cognitive processes and behaviors. Various IATs have been developed to measure
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people’s implicit attitudes and stereotypes toward different social groups includ-
ing race, gender, age, etc. For example, the gender–science IAT measures gender
stereotypes by asking participants to classify science and liberal arts terms (e.g.,
physics and literature) while classifying male and female terms (e.g., he and she).
Data accumulated from an online IAT website [4] demonstrated robust associa-
tions of male with science and female with liberal arts – aligning with findings
in laboratory studies [43].

2.3 Bias Mitigation

Diversity training [8] has been used to address implicit biases in organizational
and educational settings (e.g., to improve attitudes toward women in STEM [31]).
However, these trainings are often found to have minimal impact [16,33]. Recent
attempts to mitigate bias in LORs have primarily focused on writers, such as
text analyzers that quantify gender bias [3,47], guidelines for writing less-biased
letters [42], and standardized letter formats [52]. While important, these ap-
proaches are implemented separate from the evaluation moment itself. In con-
trast, our work introduces an in-situ intervention that operates during the eval-
uation phase.

Recently, researchers in the HCI community have explored potential biases
in undergraduate admissions and proposed techniques such as presenting alter-
native visual representations of application attributes, applying single-text visu-
alization methods on letters of recommendation and students’ essays to identify
salient points, and integrating sensemaking and storytelling tools to mitigate po-
tential biases [38,49,51]. Similarly, visualizations have been used to increase gen-
der role awareness and prevent gender stereotypes in greeting card messages [50].
Other recent efforts have proposed computational metrics that can be applied
to user interactions with data to quantify bias in real-time [19,22,54], and in-
vestigated methods to mitigate bias in data analysis [10,35,57] by altering the
framing of the task [15], communicating bias metrics visually in real-time to
increase the awareness of bias [41,56] or offering interaction-driven feedback and
suggestions to promote more balanced exploration [32].

3 Experimental Design: Overview

We conducted three preliminary studies (Section 4) and a main study (Section 5)
to understand how individuals interpret gendered language and the impact of vi-
sualization on their interpretations. This section outlines the general procedures
for our studies, while details specific to individual studies are elaborated upon
in the respective sections. Additional details are in supplemental materials1.

3.1 Task and Procedure

The main task for the studies was to read an LOR written for an applicant
and rate the competitiveness based on the letter. Participants completed the
1 https://osf.io/ue7sd/

https://osf.io/ue7sd/
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Fig. 1: Overall Procedure. Each study is represented by a colored dot which is
placed around the steps that it involved. Steps 1 (provide demographic informa-
tion), 2 (task instruction), 3 (read the recommendation letter), and 4.1 (rate the
competitiveness of the applicant) were shared by all studies, while step 4.2 (infer
the gender of the applicant) was only involved in PS 1 and 2, step 5 (provide
feedback for the interventions) was only involved in PS 3 and the main study,
and step 6 (take the gender IAT) was only involved in the main study.

Table 1: Sample words in each category in our dictionary. Female-associated
words are colored in purple) and male-associated words are colored in green).

Communal Grindstone Ability Standout Agentic
Caring Dedicated Adept Amazing Ambitious
Helpful Hardworking Capable Exceptional Confident
Warm Organized Talented Superb Independent

study as a Qualtrics survey. Each study consisted of 4-6 steps as summarized
in Figure 1. We describe the common procedure (steps 1, 2, 3, 4.1) shared by
all the studies and leave the variations in the procedure for individual studies
in the respective sections. Participants first provided demographic information
such as gender and age. The participants were then given the context of the
recommendation letter and the explanation of gendered language (only in the
intervention condition). After participants read the assigned letter, they were
asked to rate the competitiveness of the applicant based on the letter on a 7-
point Likert scale (1 = Extremely uncompetitive, 7 = Extremely competitive)
and give their confidence (0-100).

3.2 Materials

In this section, we describe the materials used throughout the studies.

Gendered Language Dictionary Based on previous work [53,47,36], we cre-
ated an initial dictionary with five categories of language including Grindstone,
Ability, Standout [53,47], Agentic, and Communal [36,11] words. Previous stud-
ies [53,47,36] suggest that Communal words and Grindstone words are used more
often in LORs written for female applicants while Agentic words, Ability words
and Standout words are used more often in LORs written for male candidates.
Based on these prior findings, we collectively refer to Communal and Grindstone
words as female-associated words and Agentic, Ability and Standout words as
male-associated words. Table 1 shows sample words in each category of our fi-
nal dictionary. The dictionary was then used to select stimuli for our studies.
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The final dictionary contained a total of 120 female-associated words and 162
male-associated words.

Letters of Recommendation Throughout our studies, we used the gendered
language dictionary to select LORs that vary in language use – those containing
more female-associated words and those containing more male-associated words.
We refer to them as female-language letters and male-language letters respec-
tively. This section describes how we obtained letters for each of the studies,
which included (1) sourcing anonymized letters from a Ph.D. admissions season
and (2) generating artificial letters.

LORs for Ph.D. Applicants. To select stimuli for PS 1 and 2, we analyzed a
set of recommendation letters for applicants applying for the Ph.D. program
in Computer Science at the authors’ university. There were 422 letters of rec-
ommendation written on behalf of 147 applicants (70% male). For each letter,
we counted the number of total and unique female- and male-associated words
using the gendered language dictionary. We selected letters for our preliminary
studies that varied in language use (more female-associated (LF ) or more male-
associated (LM )) and letter length resulting in four conditions. We use a set of
criteria to decide the candidate letters based on: 1) the total number of words
of a letter (Length); 2) the unique number of female-associated words (FW); 3)
the unique number of male-associated words (MW); and 4) the ratio between
female-associated words and male-associated words. These criteria allowed us to
select letters that had comparable word counts and ratios of female- and male-
associated language (FW/MW). More details about the criteria are included in
supplemental materials. The length of the letter, while not a sufficient proxy for
letter strength, was used as an initial heuristic to screen the corpus. As noted in
prior work [53], length is one of the simplest variables in evaluating recommen-
dation letters. A brief letter may lack important elements typically expected in
such letters. In addition to the criteria above, we also restricted the applicant
pool to those with a master’s degree to ensure comparable backgrounds of appli-
cants. Two of the authors read the candidate letters that satisfied these criteria
and selected one letter for each condition. This manual review ensured that the
selected letters varied in both language patterns and perceived quality.

LORs for University Applicants. Because the pool of qualified reviewers for
Computer Science Ph.D. applications is relatively small, we conducted subse-
quent studies for the context of undergraduate college admissions which allowed
us to recruit from a larger population of qualified reviewers. For this context,
we used ChatGPT (GPT-4) [2] to generate LORs due to its ability to pro-
duce customizable and diverse text output. This allowed us to create stimuli
with controlled linguistic characteristics for our experiment. To ensure validity,
all generated letters were carefully reviewed by the authors, one of whom has
served on admissions committees for multiple years, to verify that they appeared
realistic and comparable in quality.
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Table 2: The number of unique words for each category in each letter. Letters 1
and 2 contain more female-associated words while letters 3 and 4 contain more
male-associated words.

Female-associated Male-associated
Letter 1 8 5
Letter 2 7 6
Letter 3 4 7
Letter 4 5 8

The following prompt was used to generate two types of letters (i.e., female-
language letters and male-language letters):

“Pretend you are a high school teacher writing a moderately strong
recommendation letter for a student who is applying to college. The letter
is for a female/male student described as A, B, and C”

where A, B, and C are words in our gendered-language dictionary. For generat-
ing female-language letters, we incorporated two words from female-associated
categories (one Communal and one Grindstone) and one from a male-associated
category (Agentic). For male-language letters, we used two words from male-
associated categories (one Ability and one Agentic) and one from a female-
associated category (Communal). This allowed us to control the ratio of female
vs. male-associated words, ensuring that female-language letters contained more
female-associated words, and vice versa, while still balancing the presence of
both types of language. It also enabled us to control the overall number of
gender-associated words in each letter.

Multiple letters were generated for each type and all the authors read them
to select two stimuli for each type that were sufficiently different in content yet
comparable in quality. The four letters each contained 276 words on average
(min = 273, max = 278). Table 2 summarizes the number of unique female-
associated and male-associated words in each letter. All letters were anonymized
where sensitive information, such as applicant and recommender names, univer-
sity/high school names, and email addresses, was redacted. Additionally, gen-
dered pronouns (he/him, she/her, etc.) were replaced with gender-neutral pro-
nouns (they/them) to isolate the impact of linguistic characteristics on evalua-
tions, independent of the applicants’ gender.

Customized Implicit Association Test (IAT) We created a customized
IAT [25] to see if participants have an automatic gender-association for the
words in our dictionary. While there are established gender-based IATs, such as
the gender-science and gender-career IATs that capture gender stereotypes [44],
we opted to customize the IAT to incorporate the language in our dictionary
for a more precise assessment. Specifically, we asked participants to categorize
names (e.g., Ben, Paul, Rebecca, Michelle; derived from the Gender-Career test
from Project Implicit [4]) as Male or Female, and to categorize a subset of words
from our dictionary (e.g., Leadership, Skillful, Pleasant, Warm) as Ability or
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Personality, respectively. The Ability words were selected from male-associated
words, while the personality words were selected from female-associated words
from our dictionary.

4 Preliminary Studies

We conducted three preliminary studies (PS), which had (in some cases) over-
lapping goals to (i) refine the gendered language dictionary, (ii) pilot test inter-
ventions, and (iii) determine the sample size for the main study. All participants
were recruited via the Prolific crowdsourcing platform and were required to be
fluent in English and based in the USA. The following sections outline these key
goals and their corresponding preliminary studies.

4.1 Refining the Dictionary

We conducted two preliminary studies (N = 51 and N = 80, respectively, for PS
1 and PS 2) to inform the final gendered language dictionary of more commonly
female- vs. male-associated words (as described in Section 3.2). We selected rec-
ommendation letters written for Ph.D. applicants (see Section 3.2) that varied in
language use (more female-associated (LF ) or more male-associated (LM )) and
other properties such as letter length and whether the letter mentioned research
publication. Our goal was to validate whether these words were in fact perceived
as associated with male and female applicants, and we also sought to generate
a category of competitive-associated words, independent of gender. Thus in ad-
dition to the common procedures (as described in Section 3), participants were
also asked to indicate words/phrases that informed their judgment of the appli-
cant’s competitiveness, the perceived gender of the applicant, confidence (0-100)
about the inferred gender, and words/phrases that informed their inference of
gender (step 4.2 in Figure 1).

Our results showed that while participants struggled to accurately guess the
gender of the applicant based on language alone (average accuracy and confi-
dence 0.47 and 55.80, respectively in PS 1; and 0.54 and 53.93 in PS 2), the
specific language that led to individuals’ inferences for female applicants consis-
tently aligned with our dictionary including cooperative, collaborative, hardwork-
ing, polite, and dedicated. Participants had mixed gender perception of some of
the male-associated language in our dictionary, including excellent, intellectual,
and skill, so we removed these ambiguities from our dictionary. Participants also
consistently mentioned words that were not in our dictionary as indicators for
male applicants (initiative and leadership) and female applicants (enthusiasm
and pleasure), which we then added to our dictionary. The final refined dictio-
nary consists of 120 female-associated words and 162 male-associated words. Ad-
ditionally, we introduced a new category named Competitive, which includes 30
words that were frequently identified as indicators of competitiveness by partici-
pants (e.g., enthusiasm, devotion). Out of these 30 words, 10 are already present
in our female-associated word list, four are present in our male-associated word
list, and the remaining words were not previously included in our dictionary.
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Fig. 2: Interventions used in PS 2: female- and male-associated words were high-
lighted in purple and green respectively. The total count of gendered words was
displayed below the letter and visualized in a bar chart alongside the letter.

4.2 Testing Interventions

In PS 2 (N = 80), we tested interventions on two strong and two weak letters
with primarily female-associated language. The interventions included highlight-
ing gender-associated words, displaying word counts, and visualizing counts in
a bar chart (see Figure 2). Each participant was randomly assigned to either
the plain-text condition or the intervention condition where the letter was dis-
played with the intervention features. In the intervention group, participants
were first provided with an explanation of the context of gendered language and
informed that “in the letter you will be reading, more commonly female words
are highlighted in purple, and more commonly male words are highlighted in
green.” Purple and green were chosen for the intervention design because they
offer an alternative to traditional gender colors like pink and blue, which can
reinforce stereotypes [1]. After reading and rating the letter, participants were
asked questions about each of the intervention features including whether the
view influenced their rating of the candidate, whether the view was useful in
increasing their awareness of gendered language in the letter, whether they liked
the view on a scale of 1 - 7 (1: Strongly disagree, 7: Strongly agree), and an
open-ended question about how the view influenced their rating of the appli-
cant (step 5 in Figure 1). We hypothesized that the interventions could increase
readers’ awareness of gendered language in the letter and potentially lead to a
higher competitiveness rating compared with the plain-text condition.

Contrary to our hypotheses, the interventions sometimes led to lower rat-
ings of applicants compared to the plain-text group. For one of the weak letters,
the average competitiveness rating was 5.77 in the plain-text group and 4.80
in the intervention group. Similarly, for one of the strong letters, the average
competitiveness rating was 6.09 in the plain-text group and 5.40 in the interven-
tion group. We observed that some female-associated words (e.g., cooperative,
polite) were often correlated with uncompetitiveness. This led us to evaluate
two additional interventions in PS 3 (N = 80): (i) highlighting only female-
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associated language and (ii) highlighting only competitive-associated language.
Competitive-associated language consists of all male-associated words in our dic-
tionary and the Competitive words in the dictionary (derived from PS 1 and PS
2).

For all intervention features (word highlighting, word count, and bar chart),
participants rated word highlighting the highest in terms of influencing their
competitiveness rating of the candidate (M = 4.11, 2.92, 3.08 respectively), while
there were no significant differences in participants’ ratings for the usefulness in
increasing awareness of gendered language (M = 5.16, 4.57, 4.22 respectively) or
whether they liked the feature (M = 4.59, 4.43, 4.00 respectively). Therefore, we
only kept word highlighting for subsequent studies.

4.3 Determining Sample Size

In PS 3 (N = 80), we tested all three interventions (highlighting female-associated
language, male- and female-associated language, and competitive-associated lan-
guage) alongside a plain-text condition using university admissions letters gen-
erated by ChatGPT as described in Section 3.2. Each participant was randomly
assigned to one of the eight conditions based on letter language (2) and inter-
vention (4) in a 2 x 4 design. A power analysis using this preliminary study data
suggested that a target sample size of N = 560 would be required in the main
experiment to detect an overall difference between interventions with 80% power
at an alpha level of 0.05.

5 Main Study Design

Built upon the preliminary studies, we conducted a pre-registered2 experiment
to test four visual salience modes (VP : plain text, VF : highlighting female-
associated language, VFM : highlighting both female- and male-associated lan-
guage, VC : highlighting competitive language) to explore the following hy-
potheses:

H1: Letters containing more female-associated words will be rated lower
than those containing more male-associated words.
H2: For letters containing more female-associated words, VF will lead to the
lowest competitiveness ratings, followed by VP , VFM , then VC .
H3: Participants with at least moderately positive IAT score (> 0.35) will
rate letters with more female-associated words lower than those with more
male-associated words.

The first hypothesis aims to examine how bias embedded in the language of
LORs influences candidate evaluations. As discussed in Section 2, although ex-
tensive research has analyzed gendered language in LORs, relatively little work
has investigated how these linguistic differences actually affect readers’ percep-
tions of candidates. We contribute to this underexplored area by moving beyond
2 https://aspredicted.org/blind.php?x=H7Z_KNF

https://aspredicted.org/blind.php?x=H7Z_KNF
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Fig. 3: Examples of four visual presentation modes on a paragraph of one of the
letters used in the study.

content analysis to conduct an experimental evaluation of how readers inter-
pret and respond to gendered language. Prior research [53] suggests that while
some stereotypically female traits may be perceived positively, they often provide
less constructive feedback on a candidate’s academic qualifications compared to
stereotypically male traits. As a result, letters containing more stereotypical fe-
male descriptors may be perceived as less competitive (H1). We hypothesized
that highlighting only female-associated language could draw readers’ attention
to these stereotypically undervalued traits and potentially activate readers’ im-
plicit biases, leading to lower competitiveness ratings compared to the plain-text
group. Conversely, highlighting competitive-associated language could shift focus
away from undervalued traits, thus increasing competitiveness ratings (H2). Fur-
thermore, our third hypothesis investigates the role of the reader’s own implicit
gender bias in evaluating candidates. We hypothesize that the bias reflected
in LORs could activate and reinforce the reader’s gender stereotypes, leading
them to perceive women as less competitive than men. This dynamic may result
in even lower competitiveness ratings for female candidates compared to those
given by readers who do not possess strong implicit biases (H3).

5.1 Participants

Since we required a large sample size, the only inclusion criteria were that par-
ticipants be fluent in English, based in the USA, and have at least a bachelor’s
degree (so that they were in principle familiar with university admissions). We
ultimately recruited 560 participants (291 men, 261 women, and 8 non-binary)
on Prolific based on the power analysis from PS 3 (Section 4.3). Of these, 137
participants indicated prior experience in university admissions (undergradu-
ate/master’s/Ph.D.).

5.2 Stimuli and Conditions

We generated four LORs as described in Section 3.2. Each letter is shown in four
different visual presentation modes (V ) as depicted in Figure 3: (1) plain text
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Fig. 4: The conditions of the experiment.

Table 3: Number of unique and total highlighted words per letter for each inter-
vention. Values in parentheses indicate total counts, including repeated words.

VF VFM VC

Letter 1 8 (9) 13 (13) 9 (11)
Letter 2 7 (9) 13 (16) 10 (12)
Letter 3 4 (5) 11 (18) 11 (18)
Letter 4 5 (7) 13 (19) 11 (15)

(VP ), (2) highlighting female-associated language (VF ), (3) highlighting both
female- and male-associated language (VFM ), and (4) highlighting competitive
language (VC). The highlighting procedure was implemented using string match-
ing against our predefined dictionary (see Section 3.2). Table 3 reports the num-
ber of unique and total highlighted words in each letter across intervention condi-
tions. To enhance readability and minimize visual clutter, we varied the opacity
of highlights for repeated words within a letter — using the darkest shade for
the first occurrence and progressively lighter shades for subsequent instances.
For VFM , we provided participants with the context about gendered language
and informed them that “we highlighted more commonly female-associated words
and more commonly male-associated words”, while for VF and VC , we informed
the participants that “we highlighted some salient words.”

Each participant was randomly assigned to one of eight conditions based on
language in the letter ∈ {more female-associated (LF ) & more male-associated
(LM )} x visual presentation modes ∈ {VP , VF , VFM , VC}. Each participant
completed two trials by rating two unique LORs that used similarly gendered
language (either both female-associated language LF or both male-associated
language LM , with letter order counterbalanced). The first letter was always
shown as plain text (VP ) and the second with one of the four visual presentation
modes to facilitate a within-subjects comparison of the intervention effect. Figure
4 summarizes the conditions in the study.

5.3 Procedure

The procedure of the study is summarized in Figure 1. Participants provided
informed consent, answered demographic questions, then read two unique letters
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Fig. 5: (a). Overall ratings per letter in the control condition with bootstrapped
95% confidence intervals. The X-axis represents competitiveness ratings and the
Y-axis represents different letters. (b). Overall ratings for each letter per in-
tervention with bootstrapped 95% confidence intervals. The X-axis represents
competitiveness ratings and the Y-axis represents the interventions.

and rated the competitiveness of each applicant on a 7-point Likert scale (1 =
Extremely uncompetitive, 7 = Extremely competitive) and their confidence (0-
100) in the rating. For letters displayed with an intervention, participants were
also asked to answer questions about whether and how the word highlighting
influenced their rating of the applicant (Figure 1, step 5). Participants finished
the study with a customized implicit association test (see Section 3.2).

6 Results

We interpreted Likert responses on competitiveness rating as interval data [48]
and performed parametric analysis to assess hypotheses.

6.1 Effects of Letter Language and Interventions

We observed that letters with more female-associated language (LF ) were gen-
erally rated lower than letters with more male-associated language (LM ) when
displayed in the plain text mode (5.353 vs. 5.730), aligning with H1. Figure 5a
provides a detailed breakdown of the ratings per letter in the plain text condition.
The figure reveals that the two letters (1 and 2) featuring more female-associated
language consistently received lower ratings compared to the letters (3 and 4)
including more male-associated language.

For the interventions, we found that for the letters with more female-associated
language, VF led to the lowest ratings (M = 5.141), while VFM and VC led to
higher ratings (M = 5.561 and 5.394 respectively) which partially aligns with
H2. Notably, VFM unexpectedly resulted in the highest ratings, deviating from
our initial prediction that VC would lead to the highest ratings. For the letters
with more male-associated language, we also observed that VF led to the lowest
ratings (M = 5.319). However, different from the letters with more female-
associated language, VFM did not lead to higher ratings compared to the plain
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Table 4: Mixed-effect linear model results using the language of the letter and
the intervention as fixed effects. Language (LM ) has a significant positive effect
on competitiveness rating. Highlighting female-associated language (VF ) has a
significant negative effect, while highlighting competitive language (VC) has a
marginally positive effect.

Coef. Std. Error t-value p-value 95% CI
Intercept 5.369 0.059 91.461 <0.001 *** [5.254, 5.484]
VF -0.239 0.075 -3.205 0.001 ** [-0.385, -0.093]
VFM -0.003 0.075 -0.039 0.969 [-0.149, 0.143]
VC 0.134 0.074 1.805 0.072 [-0.011, 0.279]
LM 0.329 0.079 4.161 <0.001 *** [0.174, 0.484]

text group. Figure 5b shows a further breakdown of the overall ratings for each
letter grouped by intervention. Interestingly, we noted that the effects of in-
terventions VFM and VC differ depending on the letter language condition (as
demonstrated in the interaction plot shown in Figure 6).
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Fig. 6: The interaction between
letter language and interven-
tions.

To validate the significance of the observed
trends, we used a mixed-effects linear model
to analyze our data. Given the repeated mea-
sures and the incomplete within-subject de-
sign of the intervention (i.e., subjects were not
exposed to every intervention), a linear mixed-
effects model was utilized to account for the
non-independence of observations within par-
ticipants and to handle missing observations.
The fixed factors included the language of the
letter and the type of intervention, while par-
ticipant IDs were treated as a random fac-
tor. The dependent variable for the model was
the competitiveness rating. Dummy variables
were created for each of the categorical predictors, and female language (LF )
and plain text (VP ) were set as the reference levels. The results are summarized
in Table 4. We observed that language (LM ) has a significant positive effect on
competitiveness ratings (Coef. = 0.329, p < 0.001), supporting H1. Further-
more, our results indicate that intervention VF has a significant negative effect
(Coef. = −0.239, p < 0.01) on competitiveness ratings, while intervention VC

shows a marginally significant positive effect (Coef. = 0.134, p < 0.1). How-
ever, intervention VFM does not significantly impact competitiveness ratings.
Collectively, these findings provide partial support for H2.

To further investigate potential interaction effects as observed in the previous
section (see Figure 6), we added interaction terms between letter language and
intervention to the model. However, we found no significant interactions.

We also used a mixed-effects linear model to predict the confidence in com-
petitiveness rating with the intervention as a fixed effect and participants as
random intercepts. We observe that intervention VC has a positive correlation



Visual Salience to Mitigate Gender Bias in Recommendation Letters 15

with the confidence (Coef. = 2.107, p = 0.024), meaning participants were more
confident in their ratings when competitive words were highlighted.

6.2 Association between IAT Score and Evaluation Behavior

We used the scoring algorithm for the IAT developed by Greenwald et al. [26] to
determine the implicit gender biases of each participant. IAT scores range from
-2 to 2, where a positive score indicates an inclination to perceive females as more
personality-oriented and males as more ability-oriented, while a negative score
indicates the opposite. The results showed that participants had an average IAT
score of 0.240 (SD = 0.394), indicating a slight implicit association for females
with personality and males with ability. This was derived from a total of 553
participants with 7 participants excluded (5 were excluded from this analysis due
to rapid responses and 2 due to an inadequate number of trials). The excluded
participants were retained in earlier analyses (Section 6.1), as they provided valid
responses for the letter evaluation task.
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Fig. 7: The interaction between
letter langue and IAT score.

To test H3, we divided the participants
into two groups based on their IAT scores:
those with IAT ≤ 0.35 (low IAT) and those
with IAT > 0.35 (high IAT). The high IAT
group represents participants with at least
a moderate automatic association of females
with personality [4]. Figure 7 shows the in-
teraction between letter language and IAT
score group. Across both groups, letters with
more male-associated words were rated higher
than letters with more female-associated let-
ters. However, the difference in ratings be-
tween different letters was more pronounced
in the high IAT group. To understand the sta-
tistical magnitude of the trend, we conducted a linear regression analysis on these
two groups of participants. We used the language (LF = 0, LM = 1) and the
IAT score as predictors for the competitiveness rating. In both cases, language
was a significant predictor of rating (low IAT group: Coef. = 0.252, p = 0.029;
high IAT group: Coef. = 0.404, p < 0.01). The greater coefficient in the high
IAT group suggests that participants with stronger implicit associations were
more likely to rate letters with female-associated words lower. Overall, our re-
sults support H3 – participants with higher implicit biases are more susceptible
to being influenced by gendered language.

6.3 Feedback on Interventions.

We asked participants in the intervention conditions (N = 422) to indicate how
the visual highlighting influenced their ratings of applicant competitiveness on
a 7-point scale (-3: Much lower, 0: About the same, 3: Much higher). The ma-
jority of participants (62%) indicated that the highlighting had no impact on
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Fig. 8: (a). Distribution of participants by their Likert response on how the visual
highlighting influenced their ratings grouped by intervention. (b). Distribution of
participants by change in competitiveness ratings, grouped by intervention. Each
participant’s change was calculated by comparing their rating in the intervention
trial to the plain text trial.

their ratings, while 10% indicated a negative influence, and 28% reported a pos-
itive influence. Figure 8a shows the distribution of the Likert influence score
across interventions. Intervention VF (highlighting female-associated language)
had the highest proportion of negative ratings, intervention VFM (highlight both
female- and male-associated language) had the most neutral responses, while in-
tervention VC (highlight competitive associated language) had the most positive
ratings. In addition to self-reported influence, we examined behavioral changes
in participants’ ratings between the plain text and intervention trials. For each
participant, we calculated the difference between the competitiveness rating for
the second letter (with a highlighting intervention) and the first letter (plain
text). Figure 8b shows the distribution of these rating differences between in-
terventions, where ‘Lower’ indicates that the intervention led to a lower rating
compared to the plain text condition, ‘Same’ indicates no change and ‘Higher’
indicates higher rating. The distribution showed a trend similar to that of the
self-reported data.

Participants also provided qualitative feedback on how visual highlighting
influenced their ratings through a free-text question. To better understand the
impact of the interventions, we conducted a thematic analysis [13] of these re-
sponses. The analysis followed an inductive coding approach. One of the authors
conducted the coding and analysis that involved an iterative process of generat-
ing initial codes, grouping them into potential themes, and refining these themes
through multiple rounds of review to ensure internal consistency and coherence
within the data. The findings revealed that the same aspects of the interven-
tion were perceived differently among the participants, highlighting its nuanced
effect on evaluative judgments. Below, we summarize key themes from the anal-
ysis, capturing both positive and negative perspectives on similar aspects of the
intervention.
Impact on Competitiveness/Positiveness Perception. Many participants
(26) mentioned that word highlighting helped them capture important traits of
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the candidate (“visually seeing these words helped me determine their strengths
and values”) and reinforced a positive perception of the candidate. In contrast,
some participants (7) in the VF condition noted that the highlighted words “did
not indicate that the applicant was competitive”. More specifically, some partic-
ipants felt that highlighted characteristics such as teamwork and collaboration
did not align with their criteria for a competitive candidate and negatively af-
fected their evaluation. For example, one participant commented, “It highlighted
phrases that were based on teamwork and collaboration, so they were contrary to
my attempts to gauge their competitiveness, thus I rated them slightly lower.”
Another noted, “it made me think the candidate is not competitive and prefers
working with others to solve problems”.
Enhanced Focus and Readability vs. Distraction. Many participants (31)
appreciated how the highlighting enhanced their focus on the candidate’s qualifi-
cations (e.g., “They make the candidate’s qualities stand out”). A few participants
(7) noted that the highlighting improved the readability of the letter. On the
other hand, some participants (9) found the highlighted words as a distraction
(“It distracted me from the other aspects of the letter which outlined what the
student has actually accomplished up to this point.”), and skewed their judgment
(“The highlighting drew my attention to specific words, which reduced the weight
I placed on non-highlighted traits such as tenacity”).
Increased Awareness of Specific Traits or Bias. A few participants (9)
noted that the highlighting made them “think and be more aware of the terms
used”, including recognition of gendered terms in the letter. However, in some
cases, this awareness can unexpectedly bias participants’ evaluation. For exam-
ple, the highlighted words made one participant “think of the candidate as more
masculine because there were more masculine words and this made me think
he was more competitive.” Conversely, another participant noted that the high-
lighting “made me see that there were biases present and it was going with more
gentle language”, which led them to perceive the candidate as less competitive.

6.4 Exploratory Analyses

In addition to the pre-registered analysis, we performed exploratory analyses to
understand the influence of readers’ gender on competitiveness ratings in relation
to gendered language. Prior work suggests that in-group cues can shape evalua-
tive judgments, as shown by Park et al. [45], who demonstrated that same-race
endorsements reduced racial discrimination in online marketplaces. We explored
whether similar in-group dynamics might be observed in our setting: do readers
rate applicants more favorably when the language in recommendation letters
aligns with their own gender identity? We conducted a two-way ANOVA to as-
sess the impact of the readers’ gender and the language of the letter on the
competitiveness ratings in trial 1 (without interventions). The results showed
that readers’ gender did not have a significant effect on the competitiveness rat-
ings (F = 0.285, p = 0.594). The interaction effect between readers’ gender and
letter language was not statistically significant either (F = 0.356, p = 0.551). In



18 Yanan Da, Mengyu Chen, Ben Altschuler, Yutong Bu, and Emily Wall

other words, we did not observe evidence of in-group preference in participants’
ratings.

It is important to note that applicant gender was not explicitly disclosed in
our study; instead, we manipulated only the presence of gendered language. The
lack of a direct identity cue may have reduced the salience of in-group dynamics.
Future work could explore whether in-group preferences are more likely to emerge
when applicant gender is explicitly stated. Further research could also examine
how reader gender interacts with bias mitigation strategies, for example, by
varying not only gendered language but also the salience of the recommender’s
identity. Such work could shed light on whether in-group cues can be leveraged
to reduce bias in evaluative contexts. Beyond gender, future investigations could
examine how racial identity cues in LORs influence evaluative judgments (as
discussed in Section 7).

7 Discussion

Reading Between the Lines. Our qualitative analysis of preliminary study
data illuminated additional nuance to the way people perceive language. Words
that seem positive on the surface (e.g., inspiring, important, impressive) were oc-
casionally perceived as underwhelming to describe competitive candidates. One
participant indicated that the phrase “extremely impressed at the candidate’s
intellect” was a strong indicator that the applicant was female, because it im-
plied surprise, and the letter writer would only be surprised at the intellect if
the applicant were female. These nuances highlight the difficulty of finding uni-
versally effective mitigation strategies given the multitude of interpretations of
language.

Effects of the Interventions and Design Implications. We found that VF

(highlighting female-associated language) has a negative impact on the evalua-
tion of applicants, suggesting that merely exposing readers to biased language
without providing context may activate their own bias and amplify the impact
of embedded biases in the text. This aligns with prior findings that awareness-
based interventions can sometimes exacerbate conscious biases rather than mit-
igate them [56]. On the other hand, by providing context for gendered language
and highlighting those languages, VFM effectively increased readers’ awareness
of bias, prompting more critical interpretations. As Figure 6 shows, VFM leads
to the highest ratings for letters with more female-associated words, demon-
strating its potential as a bias mitigation strategy. We also observed evidence of
increased awareness of bias from qualitative feedback (e.g., “It made me think
more critically about the bias I attach to specific words.”). In addition, high-
lighting both types of language offered a more balanced and comprehensive por-
trayal of the applicant, which could lead to more informed decision-making as
demonstrated by previous work [32]. However, this awareness may not neces-
sarily counteract biases and can unexpectedly amplify bias in some cases (as
discussed in Section 6.3). This suggests the need for bias-mitigation strategies
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that go beyond passive exposure. Furthermore, our results indicate that shift-
ing readers’ focus away from biased language (VC) has the potential to reduce
its negative effect (see Section 6.1). This implies that a strategic redirection of
attention from biased elements can be an effective approach to bias mitigation,
aligning with established practices of technology-mediated nudges in HCI re-
search [12]. As discussed in Section 6.3, we also observed divergent perceptions
of visual highlighting – while some found the highlighting beneficial in enhancing
focus and improving readability, others perceived it as distracting. These find-
ings provide key insights for designing future bias mitigation interventions for
decision-support systems:
– Supporting Critical Reflection. Instead of merely pointing out poten-

tially biased elements, we could offer meaningful context and promote critical
reflection [7]. This could include displaying aggregate statistics of language
usage across similar applications, explaining why certain terms are consid-
ered gendered, or incorporating prompts that encourage evaluators to artic-
ulate their reasoning. For example, pairing bias awareness features (such as
visual highlighting) with prompts can remind readers to interpret the letters
through the lens of bias. Asking readers to elaborate on their evaluation,
for example, writing out their rationale for their ratings, could also help to
reduce bias [39].

– Interactive and Adaptive Bias Mitigation Interfaces. Given the vari-
ability in cognitive load and user preferences, systems designed to surface
bias-related cues can benefit from adaptive approaches. Systems could offer
customizable levels of support, allowing users to toggle features, adjust the
intensity of visual cues, or request additional information when needed. Fu-
ture research can explore interactive designs where highlighting is activated
based on user engagement, minimizing cognitive overload and distraction.
For instance, similar to the interventions tested in PS 2, future designs could
include visual aids (e.g., charts or textual summaries) displaying gendered
language distribution alongside the letter content and interactive elements
where highlighting is activated only when users engage with the visual aids,
ensuring that awareness enhances evaluation rather than distracting from it.

Implicit Association and Biased Outcomes. While IAT has been em-
ployed in various domains, its credibility remains debated, particularly regard-
ing whether implicit associations reliably predict discriminatory behaviors. For
example, Blanton et al. [9] reassessed results from previous studies [37,59], con-
cluding that IAT scores failed to predict individual-level discrimination behavior.
Despite such critiques, the reliability of IAT has been validated across multiple
disciplines such as job hiring [5] and healthcare [27]. Nonetheless, given the un-
certainty surrounding the method, additional studies are required to understand
if there are meaningful correlations between implicit associations and biased
outcomes in this context of university admissions.

Limitations and Future Work. Our work has several limitations. First, to
maintain the independence of participants’ evaluations and minimize the poten-
tial influence of confounding factors (e.g., anchoring [21], contrast effect [28]),
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we did not allow participants to go back and revise their ratings. However,
this approach differs from most real-world application review scenarios, where
decision-makers typically review multiple applicants and may revisit ratings af-
ter calibrating their judgments. Second, our analysis of H1 pre-supposes that the
four recommendation letters are equal in quality. While we generated them to be
as comparable as possible, subtle nuances in language make it difficult to produce
truly equivalent letters. For instance, a few participants noted repeated usage
of certain words – when highlighted, this repetition can become more apparent
and may lead to unintended unequal perceptions of candidate competitiveness.
In addition, although our intervention focused the type of highlighted language,
the number of highlighted words may have also influenced participants’ ratings.
As shown in Table 3 and Figure 5b, the VFM and VC conditions consistently
had more highlighted words across all letters and received higher competitive-
ness ratings compared to the VF condition. This suggests that a greater number
of visual cues might have implicitly led participants to perceive candidates as
more competitive. We acknowledge that word count was not independently con-
trolled in our study and should be explored further in future work. Third, our
study focused on binary male and female language differences. This suggests
critical next steps to explore language and intervention in the context of gender
as a fluid rather than a binary construct. Another limitation relates to the back-
ground of our raters. While all participants had at least a college degree, not all
had direct experience with the admissions process. We deemed having a college
degree a reasonable proxy for understanding the nuances of recommendation
letters. However, this may not match the expertise of admissions professionals,
potentially impacting the evaluation of letters and our findings. Future studies
should include experienced admissions raters to better reflect real-world review
processes and understand their impact on letter evaluations. In addition to the
existence of gender bias in letters of recommendation, studies have also found dif-
ferences in language used to describe applicants of different racial demographics
in recommendation letters [29,58,42]; future work can explore how visual salience
can be used to mitigate the effects of racial bias in recommendation letters.

8 Conclusion

We reported the results of a crowdsourced experiment with 560 participants on
the effects of visual highlighting interventions for mitigating gender bias in rec-
ommendation letters. We found that letters containing more female-associated
language were rated as less competitive than letters containing more male-
associated language, and that the perceived competitiveness of an applicant
was correlated with the rater’s implicit gender associations [25]. Finally, we
found that highlighting female-associated terms can amplify bias, further de-
creasing perceived competitiveness compared to plain text while highlighting
male-associated language can shift evaluators’ focus away from female-associated
descriptors, helping to mitigate bias effects. Overall, our findings suggest a com-
pelling possibility for visualizations to address implicit gender biases.
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